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1. Introduction
The IAB study item aims to define integrated access and backhauling (IAB) solutions for NR. RAN-2 NR AH-1801 meeting has established the following agreements: 
Agreements

1: 
The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded
2
Common architecture supports both in-band and out-of-band IAB scenarios. 

2i
In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)
2ii
Out-of-band IAB scenarios are also supported using the same set of RAN features designed for in-band scenarios.  Study whether additional RAN features are needed for out-of-band scenarios
3
NR access over NR backhaul is studied with highest priority 

3i
Identify the additional architecture solutions required for LTE access over NR backhaul

3ii
The IAB design shall at least support the following UEs to connect to a node which is backhauled using IAB:


1/
Rel. 15 NR UE


2/
Legacy LTE UE if IAB supports backhauling of LTE access
4i
SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)
4ii
Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 

4iii
For both 4i and 4ii the priority within the NSA options will be to consider the EN-DC case but this does not preclude study for other NSA options.

4iv Further study of the possible combinations of SA and NSA access and backhaul is needed to fully determine the scope of what will be studied.
Agreements

1: IAB design shall support multiple backhaul hops


-
The architecture should not impose limits on the number of backhaul hops.


-
The study should consider scalability to hop-count an important KPI.


-
Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications

5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.
TR 38.874 v0.1.0 further introduced the IAB-node and the IAB-donor:

· IAB-node: RAN node that supports wireless access to UEs and wirelessly backhauls the access traffic. 

· IAB-donor: RAN node which provides UE’s interface to core network and wireless backhauling functionality to IAB nodes.

This document discusses IAB architectures to be considered in the study. This discussion focuses on SA mode with NGC.
2. Discussion
2.1 General
2.1.1 Functions and Interfaces for IAB
IAB strives to reuse existing functions and interfaces defined for access. In particular, Mobile-Termination (MT), gNB-DU, gNB-CU, UPF, AMF and SMF as well as the corresponding interfaces NR Uu (between MT and gNB), F1, NG, X2 and N4 are used as baseline for the IAB architectures. Modifications or enhancements to these functions and interfaces for the support of IAB will be explained in the context of the architecture discussion. Additional functionality such as multi-hop forwarding is included in the architecture discussion as it is necessary for the understanding of IAB operation and since certain aspects may require standardization.
The Mobile-Termination (MT) function has been defined a component of the Mobile Equipment. In the context of this study, MT is referred to as a function residing on an IAB-node that terminates the radio interface layers of the backhaul Uu interface toward the IAB-donor or other IAB-nodes.
In the following architecture discussion, the IAB-donor is treated as a single logical node that comprises a set of functions. The single-node representation does not preclude the donor to be split into distributed or centralized entities. IAB-related aspects may arise when such split is exercised, which will be explored at a later stage of the study. Also, some of the functions presently associated with the IAB-donor may eventually be moved outside of the donor in case it becomes evident that they do not perform IAB-specific tasks.   
2.1.2 IAB Architectures proposed
All IAB multi-hop designs submitted to RAN-3 #99 can be represented with five architecture reference diagrams ([2]-[11]). These reference diagrams differ with respect to the modification needed on interfaces or additional functionality needed, e.g. to accomplish multi-hop forwarding. These five architectures are divided into two architecture groups. The main features of these architectures can be summarized as follows:

Architecture group 1: Consists of architectures 1a and 1b. Both architectures leverage CU/DU split architecture.
· Architecture 1a: 
· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 

· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
· Architecture 1b: 

· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 
· Hob-by-hop forwarding across intermediate node uses the adaptation layer.
Architecture group 2: Consists of architectures 2a, 2b and 2c
· Architecture 2a: 

· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.
· Architecture 2b: 

· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP nested tunnelling.

· Architecture 2c: 

· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP/PDCP nested tunnelling.

2.2 Architecture group 1
2.2.1 Architecture 1a
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Figure 1a: Reference diagram for architecture 1a
Architecture 1a leverages CU/DU-split architecture. Figure 1a shows the reference diagram for a two-hop chain of IAB-nodes underneath an IAB-donor. 
In this architecture, each IAB node holds a DU and an MT. Via the MT, the IAB-node connects to an upstream IAB-node or the IAB-donor. Via the DU, the IAB-node establishes RLC-channels to UEs and to MTs of downstream IAB-nodes. For MTs, this RLC-channel may refer to a modified RLC*.
The donor also holds a DU to support UEs and MTs of downstream IAB-nodes. The IAB-donor holds a CU for the DUs of all IAB-nodes and for its own DU. It is FFS if different CUs can serve the DUs of the IAB-nodes.  Each DU on an IAB-node connects to the CU in the IAB-donor using a modified form of F1, which is referred to as F1*. F1*-U runs over RLC channels on the wireless backhaul between the MT on the serving IAB-node and the DU on the donor. F1*-U transport between MT and DU on the serving IAB-node as well as between DU and CU on the donor is FFS. An adaptation layer is added, which holds routing information, enabling hop-by-hop forwarding. It replaces the IP functionality of the standard F1-stack. F1*-U may carry a GTP-U header for the end-to-end association between CU and DU. In a further enhancement, information carried inside the GTP-U header may be included into the adaption layer. Further, optimizations to RLC may be considered such as applying ARQ only on the end-to-end connection opposed to hop-by-hop. The right side of Figure 1b shows two examples of such F1*-U protocol stacks. In this figure, enhancements of RLC are referred to as RLC*. The MT of each IAB-node further sustains NAS connectivity to the NGC, e.g., for authentication of the IAB-node. It further sustains a PDU-session via the NGC, e.g., to provide the IAB-node with connectivity to the OAM.

Details of F1*, the adaptation layer and RLC* remain to be studied. Details of hop-by-hop forwarding are FFS. Transport of F1-AP is FFS. Protocol translation between F1* and F1 in case the IAB-donor is split is FFS.
2.2.2 Architecture 1b

[image: image2.emf]DU DU

DU

CU

MT

UPF

MT

UPF

UE

IAB Node

IAB Donor

NR Uu

NGC

F1*

NR Nu

RLC/Adapt

RLC/Adapt

UE

UE

NR Uu NR Uu

NR Uu

F1*

PDU session

NG

IAB Node

PDU session

GTP-U

UDP

IP

L1/L2

PHY/MAC

F1-U* F1-U

SDAP/PDCP

GTP-U

UDP

IP

RLC/Adapt

Bearer

Bearer


Figure 1b: Reference diagram for architecture 1b
Architecture 1b also leverages CU/DU-split architecture. Figure 1b shows the reference diagram for a two-hop chain of IAB-nodes underneath an IAB-donor. Note that the IAB-donor only holds one logical CU. 
In this architecture, each IAB-node and the IAB-donor hold the same functions as in architecture 1a. Also, as in architecture 1a, every backhaul link establishes an RLC-channel, and an adaptation layer is inserted to enable hop-by-hop forwarding of F1*.

Opposed to architecture 1a, the MT on each IAB-node establishes a PDU-session with a UPF residing on the donor. The MT’s PDU-session carries F1* for the collocated DU. In this manner, the PDU-session provides a point-to-point link between CU and DU. On intermediate hops, the PDCP-PDUs of F1* are forwarded via adaptation layer in the same manner as described for architecture 1a. The right side of Figure 1b shows an example of the F1*-U protocol stack.
2.3 Architecture group 2

2.3.1 Architecture 2a
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Figure 2a: Reference diagram for architecture 2a
In architecture 2a, the IAB-node holds an MT to establish an NR Uu link with a gNB on the parent IAB-node or IAB-donor. Via this NR-Uu link, the MT sustains a PDU-session with a UPF that is collocated with the gNB. In this manner, an independent PDU-session is created on every backhaul link. Each IAB-node further supports a routing function to forward data between PDU-sessions of adjacent links. This creates a forwarding plane across the wireless backhaul. Based on PDU-session type, this forwarding plane supports IP or Ethernet. In case PDU-session type is Ethernet, an IP layer can be established on top. In this manner, each IAB-node obtains IP-connectivity to the wireline backhaul network. 
All IP-based interfaces such as NG, Xn, F1, N4, etc. are carried over this forwarding plane. In the case of F1, the UE-serving IAB-Node would contain a DU rather than a full gNB, and the CU would be in or beyond the IAB Donor.   The right side of Figure 2a shows an example of the NG-U protocol stack for IP-based and for Ethernet-based PDU-session type.
In case the IAB-node holds a DU for UE-access, it may not be required to support PDCP-based protection on each hop since the end user data will already be protected using end to end PDCP between the UE and the CU. Details are FFS.
2.3.2 Architecture 2b
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Figure 2b: Reference diagram for architecture 2b
In architecture 2b, the IAB-node holds an MT to establish an NR Uu link with a gNB on the parent IAB-node or IAB-donor. Via this NR-Uu link, the MT sustains a PDU-session with a UPF. Opposed to architecture 2a, this UPF is located at the IAB-donor. Also, forwarding of PDUs across upstream IAB-nodes is accomplished via tunnelling. The forwarding across multiple hops therefore creates a stack of nested tunnels. As in architecture 2a, each IAB-node obtains IP-connectivity to the wireline backhaul network. All IP-based interfaces such as NG, Xn, F1, N4, etc. are carried over this forwarding IP plane. The right side of Figure 2b shows a protocol stack example for NG-U. 

.
2.3.3 Architecture 2c
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Figure 2c: Reference diagram for architecture 2c
Architecture 2c leverages DU-CU split. The IAB-node holds an MT which sustains an RLC-channel with a DU on the parent IAB-node or IAB-donor. The IAB donor holds a CU and a UPF for each IAB-node’s DU. The MT on each IAB-node sustains a NR-Uu link with a CU and a PDU session with a UPF on the donor. Forwarding on intermediate nodes is accomplished via tunnelling. The forwarding across multiple hops creates a stack of nested tunnels. As in architecture 2a and 2b, each IAB-node obtains IP-connectivity to the wireline backhaul network. Opposed to architecture 2b, however, each tunnel includes an SDAP/PDCP layer. All IP-based interfaces such as NG, Xn, F1, N4, etc. are carried over this forwarding plane. The right side of Figure 2b shows a protocol stack example for NG-U. 

2.4 Observations and Proposals

The five architectures discussed represent all IAB multi-hop designs submitted to RAN-3 #99. All these design proposals can therefore be honoured by including the five architectures into the study.
Proposal 1: All five IAB architectures should be considered in the study.

In architectures 1a, 1b and 2a, forwarding across multiple hops is accomplished via routing mechanisms. In contrast, architectures 2b and 2c use nested tunnelling for multi-hop-forwarding, which does not scale well with increasing hop count. For this reason, architectures 1a, 1b and 2a should be prioritized in the study.
Observation 1:  Architectures 2b and 2c use nested tunnelling which does not scale well with increasing hop count. 

Proposal 2: Among architectures 2a, 2b, and 2c, only architecture 2a should be prioritized in the study.
Proposal 3: Both architectures 1a and 1b should be further evaluated in the study.
3. Conclusions

This contribution discussed various IAB architectures. The following observations and proposals are made:
Observation 1:  Architectures 2b and 2c use nested tunnelling which does not scale well with increasing hop count. 

Proposal 1: All five IAB architectures should be considered in the study.

Proposal 2: Among architectures 2a, 2b, and 2c, only architecture 2a should be prioritized in the study.

Proposal 3: Both architectures 1a and 1b should be further evaluated in the study.
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