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1. Introduction
The AMF NG overload function as defined by SA2 has many similarities to the MME S1 overload function, and hence it is expected that the protocol support will be similar. It may however be useful to consider some aspects of the overload function design and evolution during release 8 to 14.
2. S1 overload
The overload support in S1 consists of two class 2 procedures (Overload Start and Overload Stop). Initially the OVERLOAD START message only included a choice of the “Overload Action” – which itself is a semi-vague pointer to which RRC causes shall be pre-empted.

There were from the beginning some issues such as:

· Whether the overload state overwrites other previous start messages from the same MME: there were different views on this, but eventual consensus was to assume a full overwrite

· Whether the overload function is linked to RRC connection rejections only – here it eventually became obvious that this cannot be the case the general because in some use cases (e.g. TAU without MME relocation) the eNB does not anyway know the MME ID until after the RRC connection is setup.
· The precise definition of some of the overload actions was not always clear (i.e. its linkage to RRC causes). Further some of these actions are somewhat overlapping, and their definition has had to change.

Later, additional functionality was added which often proved difficult to graft onto the existing procedural text.

· Partial reduction: this means that a random draw is taken with regards to each access of the type to be impacted

· GUMMEI list: originally introduced for support of HeNB and Relay Nodes, this implied that the action applied to BOTH the traffic type and the GUMMEI list

The last aspect is interesting because GUMMEI is of course completely orthogonal to RRC cause; and so, when considering overwrite, we had an ambiguity which was resolved by assuming that the overwrite was “per GUMMEI”. Nevertheless, from a pure logical point of view, it may well be possible even today to create a succession of OVERWRITE START test messages that result in different final states depending on implementation.

Observation 1: The overload function was constructed on an incremental basis and may not the best model for the equivalent 5G functionality.

Observation 2: Aspects that need attention include: handling of overwrite, handling of combination aspects (i.e. when parameters are orthogonal); and translation of generic overload actions into RRC causes.
3. NG overload requirements
Considering TS 23.501, section 5.19.5.2 provides the details which are broadly well in line with S1 functionality, with the following additions:
S-NSSAI aspects
The TS states that “The AMF may include the S-NSSAI(s) in N2 overload control message sent to AN node(s) to indicate the congestion of the Network Slice(s) at the CN part”; and then one of the overload actions is specifically the following:

· release AN signalling connection for uplink NAS signalling transmission where the Requested NSSAI at AS layer only includes the indicated S-NSSAI(s).

This seems to imply that an S-NSSAI list is provided, and by sending this, a new action is selected which would correspond to rejecting traffic with cause “mo-data” or “mo-signalling” (and possibly others) when there is a match with requested NSSAI. Note that there is a certain similarity to the GUMMEI case in that S-NSSAI may be somewhat orthogonal to the RRC cause value.
RRC-INACTIVE

The functionality also applies to RRC-INACTIVE, and this is clear when the UE accesses the system in order to interact with the CN. However, in the RNA update case, the situation may require analysis. For example, mobility RNAU might be handled as equivalent to TAU (in fact due to path switch, it may be more intensive than idle mode TAU for the AMF); whilst anchor relocation due periodic RNAU could possibly be avoided by the RAN without major consequences.
4. Discussion

From above, it is obviously simple to translate the SA2 requirements into the overload message format, but a few questions emerge:

· Is the S-NSSAI related action an alternative to the others (which seems to be implied by the SA2 text)? Or independent?

· Is it likely / possible that the AMF may request a slice related action AND a generic action?

· If this is possible, how does the overwrite feature work? Per type of action (i.e. slice / cause)?

· If this is possible, does the per-cent traffic reduction apply to both types equally?

· If an overload action is received with certain S-NSSAIs, how does it overwrite a previous action with different S-NSSAIs?
· What is the exact relationship between RRC cause values and the actions listed in TS 23.501?

· Do the overload actions apply to RAN area updates?

Most of the above issues could be handled in a future-proof manner by generalizing the signalling as follows:
Proposal 1: Instead of standardizing overload actions mapped from SA2 specs, just standardize a bit string with a mapping to RRC causes, where it is up to the AMF to decide which combinations of causes to reject.

Proposal 2: Instead of standardizing a new action for slices, just standardize a slice list with associated bitmap to RRC causes.
The structure of the message would then be something like the below:

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Message Type
	M
	
	
	

	Overload Action
	O
	
	BIT STRING (SIZE(32))
	Each bit corresponds to a RRC cause to be rejected. Bit 1 = “mo-data”, Bit 2 = “mo-signalling”, etc

	Slice overload response list
	
	0..1
	
	

	>Slice overload response Item
	
	1..<maxnooslices>
	
	

	>>S-NSSAI
	M
	
	
	

	>>Slice overload action
	M
	
	BIT STRING (SIZE(32))
	Same as for the Overload Action IE

	Traffic Load Reduction Indication
	O
	
	
	Load reduction rate to be applied to all traffic indicated to be rejected.


With this structure, the specification of this procedure is quite future proof and easy to maintain. For example, if new RRC causes are added, only the semantics need to be changed. If new actions are added in stage 2, no changes are needed. If new slice-related actions are added, no changes are also needed. Both the procedural text and the ASN.1 should not require significant changes in the foreseeable future.
Also, since actions are specified overall and per slice, the overwrite action should be clear, i.e., each message should provide the full information including per-slice, so any ongoing action shall be kept only if included in the new message.

Note that it may be useful to provide guidance on the mapping between current SA2 listed actions and the action bitmap – this could be provided in an informative annex of TS 38.413.

In conclusion, the above structure is proposed as the basis for the design of the overload message, as presented in the attached text proposal. It is also noted that the actions need to be clarified for the case of RRC-INACTIVE RAN Area Update.
5. Conclusions
Proposal 1: Instead of standardizing overload actions mapped from SA2 specs, just standardize a bit string with a mapping to RRC causes, where it is up to the AMF to decide which combinations of causes to reject.

Proposal 2: Instead of standardizing a new action for slices, just standardize a slice list with associated bitmap to RRC causes.
6. Text Proposal

8.7.x
Overload Start

8.7.x.1
General

The purpose of the Overload Start procedure is to inform a NG-RAN node to reduce the signalling load towards the concerned AMF.
The procedure uses non-UE associated signalling.

8.7.x.2
Successful Operation
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Figure 8.7.x.2-1: Overload Start procedure
The NG-RAN node receiving the OVERLOAD START message shall assume the AMF from which it receives the message to be in an overloaded state.

If the Overload Action IE is included in the OVERLOAD START message, the NG-RAN Node shall use this to identify the traffic to be rejected according to the respective RRC causes (TS 38.331 [x]).

If the Slice Overload List IE is included in the OVERLOAD START message, the NG-RAN Node shall use this to identify the traffic to be rejected according to the respective RRC causes and required S-NSSAI (TS 38.331 [x]).
If the Traffic Load Reduction Indication IE is included in the OVERLOAD START message, the NG-RAN node shall reduce the traffic indicated to be rejected by the indicated percentage,
If any overload action is ongoing and the NG-RAN Node receives a further OVERLOAD START message, the NG-RAN node shall replace such ongoing overload action with the newly requested one.
8.7.x.3
Unsuccessful Operation
Not applicable.
8.7.y
Overload Stop

8.7.y.1
General

The purpose of the Overload Stop procedure is to signal to an NG-RAN node the AMF is connected to that the overload situation at the AMF has ended and normal operation shall resume.
The procedure uses non-UE associated signalling.

8.7.y.2
Successful Operation
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Figure 8.7.y.2.-1: Overload Stop procedure
The NG-RAN node receiving the OVERLOAD STOP message shall assume that the overload situation at the AMF from which it receives the message has ended and shall resume normal operation for the applicable traffic towards this AMF.

8.7.y.3
Unsuccessful Operation
Not applicable.
>>>>>>>>>>   NEXT CHANGE   <<<<<<<<<
9.1.8.x1
OVERLOAD START

This message is sent by the AMF and is used to indicate to the NG-RAN node that the AMF is overloaded.
Direction: AMF ( NG-RAN node
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	ignore

	Overload Action
	O
	
	BIT STRING (SIZE(32))
	Each bit corresponds to a RRC cause to be rejected. Bit 1 = “mo-data”, Bit 2 = “mo-signalling”, etc
	YES
	ignore

	Slice overload response list
	
	0..1
	
	
	YES
	ignore

	>Slice overload response Item
	
	1..< maxnoofSliceItems >
	
	
	EACH
	ignore

	>>S-NSSAI
	M
	
	9.3.1.24
	
	-
	-

	>>Slice overload action
	M
	
	BIT STRING (SIZE(32))
	Same as for the Overload Action IE
	-
	-

	Traffic Load Reduction Indication
	O
	
	9.2.3.X1
	Load reduction rate to be applied to all traffic indicated to be rejected.
	YES
	ignore


	Range bound
	Explanation

	maxnoofSliceItems
	Maximum no. of signalled slice items. Value is FFS.


9.1.8.x2
OVERLOAD STOP
This message is sent by the AMF and is used to indicate that the AMF is no longer overloaded.
Direction: AMF ( NG-RAN node
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	reject


>>>>>>>>>>   NEXT CHANGE   <<<<<<<<<

9.2.3.X1
Traffic Load Reduction Indication

The Traffic Load Reduction Indication IE indicates the percentage of traffic to be rejected relative to the instantaneous incoming rate at the NG-RAN node, for the traffic type indicated in the OVERLOAD START message, to be rejected.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Traffic Load Reduction Indication
	M
	
	INTEGER (1..99)
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