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1. Introduction
A new study item on Integrated Access and Backhaul (IAB) for NR was approved in RAN#75 [1]. The motivation is to support wireless backhaul and relay links enabling flexible and very dense deployment of NR cells without the need for densifying the transport network proportionately. According to the SID, route selection and optimization is one of the objectives. In this paper, we will discuss the design considerations for routing in multi-hop IAB network. 
2. Discussion
2.1 Routing and topology  
In an IAB network, traffic is delivered between a donor node and IAB node through a multi-hop path, where the Uu interface is used in each hop. IAB node should get connected to its parent IAB node as a role of UE at first before providing local access service to UEs. According to TR 38.874, an IAB donor is defined as a “RAN node which provides UE’s interface to core network and wireless backhauling functionality to IAB nodes”, and an IAB node is defined as a “RAN node that supports wireless access to UEs and wirelessly backhauls the access traffic”. Hence, when a downlink data packet arrives at the IAB donor from the core network, it should be routed to a destination IAB node which then transmit the data packet to the UE. In the uplink direction, when an IAB node receives a data packet from UE, it should also deliver the packet through a multi-hop path to an IAB donor via multiple intermediate IAB node. Before any traffic being transmitted between an IAB node and an IAB donor, routing table has to be set up so that each intermediate node knows how to transfer the arrived traffic. Due to the complex radio environment and fluctuating traffic load at each intermediate node, traffic routing in the IAB network becomes an important issue. 
In order to find a route between two nodes, the topology information of IAB network should be known at first. Such information include the available connections between IAB node and IAB donor as well as the connections between IAB nodes, the radio connection parameters, and IAB node status. In more details, the radio connection parameters could include the volume, delay, and the spectrum efficiency of the radio connection, and the IAB node status could be the traffic load status, processing capability, belonging PLMN, potential radio connections to other IAB nodes, etc. Only when topology information of IAB network is available, a route between two nodes in the topology could be selected according to some criterion and the intermediate node could be configured to transfer the arrived traffic to the next hop correctly. Hence, as the process of selecting a route, setting up the route, and transferring traffic on the route, routing should be based on an existing topology. The criterion of route selection could be based on hop number, overall spectrum efficiency, achievable data rate of the selected route, or the maximum achievable throughput of the whole IAB network in a global view. 
Observation 1: Routing should be based on an existing topology. 
In an IAB network, if the topology is maintained by a centralized entity, a route could be selected in a centralized manner. That is, centralized entity would check the received traffic delivering requirements and select a suitable route for it based on the topology. On the other hand, when topology is maintained in a distributed way, each IAB node and IAB donor have a local topology and they could select a route by themselves. As we can see, centralized routing control should be used in the case of centralized topology management, and distributed routing control should be used in the case of the distributed topology management. 
Observation 2: Centralized routing control should be used in the case of centralized topology management, and distributed routing control should be used in the case of the distributed topology management.
2.2 Principles of routing design for IAB network  
In an IAB network, different nodes are connected with each other by radio connections. And a radio connection may be broken when suffering link failure, which could happen frequently due to the complex radio environments. As a result, all the routes passing the broken connection would be interrupted. In some other cases, an IAB node could be overload and the routes passing it would be interrupted as well. Consequently, data traffic could not be delivered to the destination successfully in those routes, and some other routes have to be built up to solve this problem. However, it is a time-consuming process to set up a new route with multiple radio-link hops because (i) radio connections has to be setup for each hop, (ii) radio resource has to be allocated for each hop in advance, (iii) data transfer to the next hop in each intermediate node should be configured, and (iv) even radio-signal processing itself could take some time. Hence, traffic delivery between IAB node and IAB donor could be interrupted for a long time during the route setup process. In order to support fast data delivery, some secondary route has to be setup in advance so that it could be used immediately when the primary route could not work properly. In this case, when an IAB node detect any routing problem, either from parent node or from child node, the affected traffic could be switched to the secondary route at once. There would be no extra delay. Therefore, secondary routes could be configured for each destination node in advance to support fast and reliable data delivery when suffering link break or node failure. 
Proposal 1: To support fast and reliable data delivery when suffering link break or node failure, secondary routes could be configured for each destination node in advance. 
In an IAB network, there are two options for delivering the access traffic from a same IAB node: one is to deliver all its traffics through a same path to the IAB donor; and the other is to deliver them by multiple different paths. The first option is obviously simpler as only one path is needed between the IAB node and the IAB donor. However, if all the traffic from the IAB node has to go through a same path, it would be difficult to avoid congestion when an IAB node has lots of traffic. That is, when congestion is detected in the current path and the traffic is switched to a second path, the second path might be congested once again due to the large amount of traffic from that IAB node. In order to prevent such kind of congestion shifting and support more precise load balance, it is suggested to support the multi-path delivery of UE’s traffic over IAB network. 
Proposal 2: It is suggested to support the multi-path delivery of UE’s traffic over IAB network. 
It should be noted that an IAB node could have two types of traffic. One is the access traffic coming from local UEs, and the other is the backhaul traffic from IAB nodes or IAB donor. There are also two options for the backhaul traffic mapping at each intermediate IAB node. One is to map the backhaul traffic from an incoming route to an outgoing route according to destination address. The other one is to map the backhaul traffic from an incoming route to multiple different routes according to some specific parameters, such as source UE ID, QoS parameters, next-hop congestion status, and so on. As shown in Figure 1, IAB node A would map all the incoming traffic from IAB node D to one route to the IAB donor in Option 1. In Option 2, IAB node C would map the incoming traffic from IAB node H to different routes with the same destination, the IAB donor. 
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Figure-1 Two data transfer options at the intermediate IAB node
In Option 1, the intermediate IAB node does not split traffic from a same route, and it would only be responsible to rout the backhaul traffic according to its destination address only. However, when an intermediate node is connected to multiple parent IAB node via NR multi-connectivity), there are multiple paths from that intermediate node to the IAB donor. In this case, intermediate node has to be configured with some extra rules for the detailed traffic mapping between the two backhaul paths. With the Option 2 as an example, intermediate IAB nodes C need to perform traffic mapping according to some specific parameters, such as source UE ID, QoS parameters, next-hop congestion status, and so on. Hence, it needs to process the backhaul traffic in a smaller granularity instead of routing it as a whole. As traffic from one incoming route could be mapped to different outgoing routes, traffic routing at the intermediates IAB node with DC connections could be supported easily. 
Hence, to support intermediate IAB nodes with multi-connectivity effectively, one-to-multiple traffic mapping from an incoming route to multiple outgoing routes may be support for backhaul traffic routing. 
Proposal 3: To support intermediate IAB nodes with multi-connectivity effectively, one-to-multiple traffic mapping from an incoming route to multiple outgoing routes may be support for backhaul traffic.   
2.3 Routing implementation for IAB network  
In the last meeting, 5 IAB Architectures have been proposed for L2/3 relaying, and it is proposed that “Among architectures 2a, 2b, and 2c, only architecture 2a should be prioritized in the study” and “Both architectures 1a and 1b should be further evaluated in the study”. In architecture 2a and 1b, IP address would be used in the routing as there’s an IP layer at each IAB node. While in architecture 1a, an adapt layer could be used instead of IP layer for traffic routing, and some kind of low-layer IAB node identity could be used as the destination address. Hence, routing should be based on the low-layer IAB node identity in architecture 1a, or based on IP address of IAB node in architecture 1b and 2a. 
Proposal 4: Routing should be based on the low-layer IAB node identity in architecture 1a, or based on IP address of IAB node in architecture 1b and 2a.
3. [bookmark: OLE_LINK2][bookmark: OLE_LINK1]Conclusion
In this contribution, we discussed some further aspects on topology management for IAB network. And we have the following observations and proposals:
Observation 1: Routing should be based on an existing topology. 
Observation 2: Centralized routing control should be used in the case of centralized topology management, and distributed routing control should be used in the case of the distributed topology management.
Proposal 1: To support fast and reliable data delivery when suffering link break or node failure, secondary routes could be configured for each destination node in advance. 
Proposal 2: It is suggested to support the multi-path delivery of UE’s traffic over IAB network. 
Proposal 3: To support intermediate IAB nodes with multi-connectivity effectively, one-to-multiple traffic mapping from an incoming route to multiple outgoing routes may be support for backhaul traffic.    
Proposal 4: Routing should be based on the low-layer IAB node identity in architecture 1a, or based on IP address of IAB node in architecture 1b and 2a.
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