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1
Introduction
In RAN3#99, there was some discussion in Load management [1]. However, there was no clear agreement to move forward. The guideline from chairman was “Avoid SON discussions (as per RAN decisions), “Start small”, Consider functionality which is already in place.” This contribution discusses the load management for NSA (i.e. F1 and X2)   considering online/ offline comments in RAN3#99. 
Note that there would be more discussion point for SA (e.g. direction of reporting, necessity of barring related information and so on)
2
Discussion
2.1 Back ground
In [1], following proposals were obtained.

----------------------------------------------Start of Quotation from [1] ----------------------------------------------
Proposal 0:RAN3 to agree on following three use cases for load management of NSA

Use case 1: To provide the knowledge of the load of NR carriers to eNB in order to configure the less loaded NR carrier(s) as UE’s measurement object(s) ( since NR cells from the less loaded NR carrier is likely to provide higher throughputs.)

Use case 2: To provide the knowledge of the load of NR cells to gNB-CU in order to configure possible cell(s) achieving higher throughput (since it will impact the throughput which can be provided to the UE).

Use case 3: To provide the knowledge of whether gNB/gNB-DU is overloaded or not to eNB/gNB-CU (since it will avoid further signaling for the node.)

For use case 1,

Proposal1: Info reporting from gNB to provide knowledge to eNB about the load of NR carriers (exact contents FFS) should be supported over X2 by periodic reporting.

Proposal2: If the info reporting from gNB to provide knowledge to eNB about the load of NR carriers require info reporting from gNB-DU to gNB-CU (exact contents FFS), this should be supported over F1.

For use case 2,

Proposal3: Info reporting from gNB-DU to provide knowledge to gNB-CU about the load of NR cells (exact contents FFS) should be supported over F1 by periodic reporting.

For use case 1 and 2,

Proposal4: RAN3 to take contents in RESOURCE STATUS UPDATE currently defined in X2 as starting point of further discussing on exact contents of info reporting to provide knowledge about the load of NR carriers and NR cells.
For use case 3,

Proposal 5: Info reporting from gNB/gNB-DU to provide knowledge to eNB/gNB-CU whether the node is overloaded (exact contents FFS) should be supported over X2/ F1 by event-triggered reporting.

Proposal6: RAN3 to take contents in OVERLOAD START/STOP currently defined in S1 as starting point of further discussing on exact contents of info reporting to provide knowledge whether the node is overloaded.
----------------------------------------------End of Quotation from [3] ----------------------------------------------
Summarizing above, required load management would be  two functions i.e. periodic reporting for load balancing (Use case 1&2) and event triggered reporting for avoiding signalling for overloaded node (Use case 3)

Observation 0: Required load management for NSA would be two functions; (1) periodic reporting for load balancing (2) event triggered reporting for avoiding signalling for overloaded node
Note that further details of usecases discussed in [1] are shown in annex.
2.2 Reply on comments
This section replies why load management is necessary based on comments over online/offline.

2.2.1 Urgency and relation with SON
There was a comment that “Not urgent topic; not to consider SON function for 1st release.” This section discusses this from two aspects  (i.e. load balancing and avoiding signalling for overloaded node)

Load balancing:

It seems to be used from day 1 considering following scenario. 

(1) Operator may acquire wider frequency range than LTE. 
(2) Because of current technology limitation of RF circuit, it would be covered several carriers (e.g. one carrier covers the lower part of the allocated frequency range, the other carrier covers the upper part of the allocated frequency range.).

(3) These carriers would cover same coverage (i.e. same or similar radio quality) if the antennas are common or located nearby.
(4) eNB/gNB-CU should select the less loaded carriers as radio quality is same or similar.

i. Use case 1 (X2 and possibly F1): To provide the knowledge of the load of NR carriers to eNB in order to configure the less loaded NR carrier(s) as UE’s measurement object(s) ( since NR cells from the less loaded NR carrier is likely to provide higher throughputs.)

ii. Use case 2 (F1): To provide the knowledge of the load of NR cells to gNB-CU in order to configure possible cell(s) achieving higher throughput (since it will impact the throughput which can be provided to the UE).).

Observation 1: Load balancing function seems to be used from Day1

Avoiding signalling for overloaded node

This seems to have no relation with SON as this is handling for overload. On cell overload handling, RAN3 agreed to specify failure cause (no resource available) in RAN3#99 as summarized in [3]. However, RAN3 haven’t discussed overload situation with signalling. As mentioned in [1], without such indication, eNB/gNB-CU may retry to connect same gNB/gNB-DU; it implies the signalling load for the overloaded nodes cannot be relieved. So, it seems to be essential function to achieve normal operation.

Observation 2: Avoiding signalling for overloaded node seems not SON function but essential function for normal operation.
2.2.2 No common indication can be defined.
There was a comment that the definition of load would be different between vendors/operators i.e. no common indication can be defined. This comment seems for load balancing.

Load balancing:

It sounds true that no common indication can be defined regardless standardized and unified indication which characterizes the load well would be very beneficial for operators to coordinate/compare the load in multi-vendor operation.  However, even if such unified indication cannot be defined in RAN3, defining mechanism to report some load information would be worth to do. For example, definition of Capacity Value in Composite Available Capacity (X2) is very ambiguous. Then, operator may need to coordinate for inter-vendor operation. However, the effort would be less if we have such standardized reporting mechanism i.e. creating the unified reporting mechanism without any standardization would be very hard work.

Observation 3: Even if no unified indication which characterizes the load well can be specified, creating the unified reporting mechanism would be beneficial for operators to achieve multi-vendor operability.
2.2.3 gNB-CU already knows enough information on load
There was a comment that gNB-CU has enough load information; no reporting from gNB-DU may be necessary. This comment seems for load balancing.

Load balancing:

The question would be whether there is load information specific for lower layer as gNB-CU already knows all RRC related information (e.g. # of connected UEs per a cell served by the DU). 

In X2, several measurements were defined but not sure whether gNB-CU can estimate or not without any report by gNB-DU. For example, on radio resource status, it reports how many percentages of PRBs are used. gNB-CU may be able to estimate it by the transferred data from/to UE as gNB-CU serves PDCP and know the bandwidth reported as served cell info. However, if the node hosting PDCP is different from gNB-CU (e.g. MN terminated split bearer on EN-DC) and direct U-plane interface between the node hosting PDCP and gNB-DU is used, there is no way for gNB- CU to know the traffic.

Observation 4: If the node hosting PDCP is different from the gNB-CU hosting the gNB-DU, the gNB-CU may not have enough information for load balancing.
Note that there would be no way for eNB to estimate the load of gNB without load management function. So, there would be no doubt for introducing the function over X2.
2.3 Possible wayfoward

Based on the discussions above and considering guidance from chairman (i.e. Start small, Consider functionality which is already in place), following part discusses possible wayforward.

Load balancing:

Following observations were obtained.
Observation 1: Load balancing function seems to be used from Day1

Observation 3: Even if no unified indication which characterizes the load well can be specified, creating the unified reporting mechanism would be beneficial for operators to achieve multi-vendor operability.
Observation 4: If the node hosting PDCP is different from the gNB-CU hosting the gNB-DU, the gNB-CU may not have enough information for load balancing.
Observation 1 requests introducing this function as early as possible. Observation 3 requests creating unified reporting mechanism. Considering chairman’s guideline (i.e. Start small, Consider functionality which is already in place), it would be beneficial to start from Composite Available Capacity Group in RESOURCE STATUS UPDATE because (1) they are already defined in X2 and (2) it can avoid large discussion what is load as this can be used in general i.e. “the overall available resource level.” (Note that further details of RESOURCE STATUS UPDATE is shown in annex.) Observation 4 requests load information reporting also over F1.

Considering above, following proposals are obtained.
Proposal1: RAN3 to define Load info. reporting over both F1 and X2 for EN-DC.

Proposal2: RAN3 to take contents in Composite Available Capacity Group of RESOURCE STATUS UPDATE currently defined in X2 as starting point of above work.
Avoiding signalling for overloaded node

Following observations were obtained.
Observation 2: Avoiding signalling for overloaded node seems not SON function but essential function for normal operation.
Considering chairman’s guideline (i.e. Start small, Consider functionality which is already in place), it would be beneficial to start from OVERLOAD START/STOP because (1) they are already defined in S1 and (2) it is very simple mechanisms” (Note that further details of OVERLOAD START/STOP is shown in annex.)
Proposal3: RAN3 to define the mechanism for avoiding signalling to overloaded node over both F1 and X2 for EN-DC.

Proposal4: RAN3 to take contents in OVERLOAD START/STOP currently defined in S1 as starting point of above work.
3
Conclusion

This contribution discussed the use case of load management for NSA (i.e. Architecture Option 3). Following observations and proposals were obtained.

Observation 0: Required load management would be two functions; (1) periodic reporting for load balancing (2) event triggered reporting for avoiding signalling for overloaded node
For load balancing:

Observation 1: Load balancing function seems to be used from Day1

Observation 3: Even if no unified indication which characterizes the load well can be specified, creating the unified reporting mechanism would be beneficial for operators to achieve multi-vendor operability.
Observation 4: If the node hosting PDCP is different from the gNB-CU hosting the gNB-DU, the gNB-CU may not have enough information for load balancing.
Proposal1: RAN3 to define Load info. reporting over both F1 and X2 for EN-DC.

Proposal2: RAN3 to take contents in Composite Available Capacity Group of RESOURCE STATUS UPDATE currently defined in X2 as starting point of above work.
Avoiding signalling for overloaded node

Observation 2: Avoiding signalling for overloaded node seems not SON function but essential function for normal operation.
Proposal3: RAN3 to define the mechanism for avoiding signalling to overloaded node over both F1 and X2 for EN-DC.

Proposal4: RAN3 to take contents in OVERLOAD START/STOP currently defined in S1 as starting point of above work.
Note that previous paper [1] was captured in annex for convenience.
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Annex Use cases/starting points of load management discussed in [1]
1. Acquire periodic load information 
1.1 Use case of periodic information
Following figure illustrates the overall procedure for configuring EN-DC. If the eNB wants to configure EN-DC, it will configure the UEs with NR measurements (via RRC Measurement Configuration). And when the respective NR measurement is received from the UE (via RRC Measurement Report), the eNB will initiate the SgNB Addition procedure. During the SgNB Addition procedure, gNB-CU will select the NR cell to configure to the UE for EN-DC. During this overall procedure, there are two key RRM decisions to achieve good load balancing, which will help to ensure that the UE experiences higher throughput. 
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Figure 1. Overall procedure for configuring EN-DC

1.1.1 Selection of NR carrier for measurement @eNB
UE’s NR measurements will be the basis of selecting the NR cell to configure to the UE for EN-DC.

- eNB will select the gNB to send the SgNB Addition Request based on UE’s NR measurement, and;

- gNB-CU will select the NR cell to configure to the UE taking into account UE’s NR measurement (received via eNB), along other information (e.g. cell load).

But when there are several NR carriers, configuring the UE to measure all of the NR carrier may not be possible due to the UE’s measurement capability. In such a case, it is desirable for the eNB to have knowledge of the load of NR carriers, and to configure the less loaded NR carrier(s) as UE’s measurement object(s), since NR cells from the less loaded NR carrier is likely to provide higher throughputs. Thus, info reporting from gNB to provide knowledge to eNB about the load of NR carriers (exact contents FFS) should be supported over X2. Furthermore, for the gNB using F1 interface, if the info reporting from gNB to provide knowledge to eNB about the load of NR carriers require info reporting from gNB-DU to gNB-CU (exact contents FFS), this should be supported over F1. And, this information should be reported periodically as eNB needs to know it before configuring measurement objet(s).
Use case 1: To provide the knowledge of the load of NR carriers to eNB in order to configure the less loaded NR carrier(s) as UE’s measurement object(s) ( since NR cells from the less loaded NR carrier is likely to provide higher throughputs.)

Proposal1: Info reporting from gNB to provide knowledge to eNB about the load of NR carriers (exact contents FFS) should be supported over X2 by periodic reporting.

Proposal2: If the info reporting from gNB to provide knowledge to eNB about the load of NR carriers require info reporting from gNB-DU to gNB-CU (exact contents FFS), this should be supported over F1.

1.2.2 Selection of NR cell for SCG addition/change @gNB-CU
When the gNB-CU selects the NR cells to configure to the UE, it is desirable for the gNB-CU to have knowledge of the load of NR cells (in addition to the UE’s NR measurement), since it will impact the throughput which can be provided to the UE. Thus, info reporting from gNB-DU to provide knowledge to gNB-CU about the load of NR cells (exact contents FFS) should be supported over F1. And, this information should be reported periodically as gNB-CU needs to know it before sending UE context setup req. to avoid delay of signalling.
Use case 2: To provide the knowledge of the load of NR cells to gNB-CU in order to configure possible cell(s) achieving higher throughput (since it will impact the throughput which can be provided to the UE).

Proposal3: Info reporting from gNB-DU to provide knowledge to gNB-CU about the load of NR cells (exact contents FFS) should be supported over F1 by periodic reporting.

1.2 Currently defined Load information over X2
In current TS36.423, following is defines for “RESOURCE STATUS UPDATE”
----------------------------------------------Start of Quotation ----------------------------------------------
9.1.2.14
RESOURCE STATUS UPDATE 

This message is sent by eNB2 to neighbouring eNB1 to report the results of the requested measurements.

Direction: eNB2 ( eNB1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	ignore

	eNB1 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by eNB1
	YES
	reject

	eNB2 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by eNB2
	YES
	reject

	Cell Measurement Result
	
	1
	
	
	YES
	ignore

	>Cell Measurement Result Item
	
	1 .. <maxCellineNB>
	
	
	EACH
	ignore

	>>Cell ID
	M
	
	ECGI

9.2.14
	
	
	

	>>Hardware Load Indicator
	O
	
	9.2.34
	
	
	

	>>S1 TNL Load Indicator
	O
	
	9.2.35
	
	
	

	>>Radio Resource Status
	O
	
	9.2.37
	
	
	

	>>Composite Available Capacity Group
	O
	
	9.2.44
	
	YES
	ignore

	>>ABS Status
	O
	
	9.2.58
	
	YES
	ignore

	>>RSRP Measurement Report List
	O
	
	9.2.76
	
	YES
	ignore

	>>CSI Report
	O
	
	9.2.79
	
	YES
	ignore

	>>Cell Reporting Indicator
	O
	
	ENUMERATED(stop request, ...)
	
	YES
	ignore


----------------------------------------------End of Quotation ----------------------------------------------
This can be starting point for further discussion on exact contents of info reporting to provide knowledge about the load of NR carriers and NR cells. From operator point of view, common and unique indication would be beneficial considering multi-vendor operation. E.g. Number of Active UEs in the DL/UL per QCI(Defined in TS36.314[4]), Number of connected UEs and so on.

 Proposal4: RAN3 to take contents in RESOURCE STATUS UPDATE currently defined in X2 as starting point of further discussing on exact contents of info reporting to provide knowledge about the load of NR carriers and NR cells.
2 Acquire event-triggered information
2.1 Use case of event-triggered information
Similar with section 1.1, it would be beneficial for eNB/gNB-CU to acquire the status of gNB/gNB-DU event-triggered) in following case.

2.1.1  Overload of peer node
Following figure illustrates the overall procedure for configuring EN-DC when a node is overloaded. On X2, if the eNB wants to configure EN-DC, the eNB should avoid sending the SgNB Addition req. to overloaded gNB. On F1, if the gNB-CU wants to configure gNB-DU (assuming EN-DC), the gNB-CU should avoid sending the UE context setup req. to overloaded gNB-DU. To achieve that, it is necessary for gNB/gNB-DU to indicate overloaded to the eNB/gNB-CU. (Without such indication, eNB/gNB-CU may retry to connect same gNB/gNB-DU; it implies the load for the overloaded nodes cannot be relieved.)
)
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Figure 2. Overall procedure for configuring EN-DC when a node is overloaded
In TS36.413, Overload function is defined to indicate the load situation (i.e. whether the node is overloaded or not) to reduce the signalling load towards the concerned peer node.
For same purpose, it should be introduced for F1 and X2 to avoid further signalling if the node is overloaded.
Use case 3: To provide the knowledge of whether gNB/gNB-DU is overloaded or not to eNB/gNB-CU (since it will avoid further signaling for the node.)

Proposal 5: Info reporting from gNB/gNB-DU to provide knowledge to eNB/gNB-CU whether the node is overloaded (exact contents FFS) should be supported over X2/ F1 by event-triggered reporting.

2.2 Currently defined Load information over S1
As mentioned in previous section, following is defined for “OVERLOAD START/STOP” in current TS36.413

----------------------------------------------Start of Quotation----------------------------------------------
9.1.8.13
OVERLOAD START

This message is sent by the MME and is used to indicate to the eNB that the MME is overloaded.

Direction: MME ( eNB
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	ignore

	Overload Response
	M
	
	9.2.3.19
	
	YES
	reject

	GUMMEI List
	
	0..1
	
	
	YES
	ignore

	>GUMMEI List Item
	
	1..<maxnoofMMECs>
	
	
	EACH
	ignore

	>>GUMMEI
	M
	
	9.2.3.9
	
	-
	

	Traffic Load Reduction Indication
	O
	
	9.2.3.36
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofMMECs
	Maximum no. of MMECs per node per RAT. Value is 256.


9.1.8.14
OVERLOAD STOP

This message is sent by the MME and is used to indicate that the MME is no longer overloaded.

Direction: MME ( eNB
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	reject

	GUMMEI List
	
	0..1
	
	
	YES
	ignore

	>GUMMEI List Item
	
	1..<maxnoofMMECs>
	
	
	EACH
	ignore

	>>GUMMEI
	M
	
	9.2.3.9
	
	-
	


	Range bound
	Explanation

	maxnoofMMECs
	Maximum no. of MMECs per node per RAT. Value is 256.


----------------------------------------------End of Quotation----------------------------------------------
This can be starting point for further discussion on exact contents of info reporting to provide knowledge whether the node is overloaded. 
 Proposal6: RAN3 to take contents in OVERLOAD START/STOP currently defined in S1 as starting point of further discussing on exact contents of info reporting to provide knowledge whether the node is overloaded.
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