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1. Introduction
In last RAN meetings [1-2], open issues about integrated access and backhaul for NR were listed as followings:

· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE
· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links

· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links
· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

In the last RAN2 meeting, IAB was discussed in RAN2 [3], some agreements on use cases and scenarios:

Agreements

1: 
The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded
4i
SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)
4ii
Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 

And also some agreements on Topology and Architecture:

Agreements

1: IAB design shall support multiple backhaul hops


-
The architecture should not impose limits on the number of backhaul hops.


-
The study should consider scalability to hop-count an important KPI.


-
Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications

5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.
All the agreements above have been captured in the TR 38.874 [4];
Base on the SID and the agreements of RAN2, we will further discuss the network Architecture and Topology for IAB. 
1. Discussion
1.1. Architecture

Support of NR SA architecture:

As has been agreed in RAN2 both SA and NSA should be supported. The SA case should be the basic and most essential case to be supported for IAB, the following figure gives an example of overall architecture for SA case.
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Figure 1. Overall Architecture for SA case
Proposal 1: SA should be the most essential case to be supported in Rel-15.

Support of NSA architecture:

As NSA NR will be deployed in the first phase for many operators, it seems supporting of NSA case for IAB is also essential. The following figure gives an example of overall architecture for NSA case:
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Figure 2. Overall Architecture for NSA case (example: Option 3)
For NSA case, RN should be connected to gNB via wireless backhaul. As UE cannot access from the gNB in NSA, RN may not able to access to the gNB as a UE when startup.  The possible way is IAB node accesses to the eNB as a UE and download the OAM configuration when startup, like the red dotted line shown in the figure above. Then IAB node can initiate the connection towards the gNB base on the configuration. To make RN as simple as possible, the data from CN should be offloaded to gNB rather than send it directly to the RN.
From the architecture point of view, the supporting of IAB for NSA is a bit difficult than SA case. It should be discussed after the solutions for SA case are ready.
Observation 1: For NSA case, IAB node may need to connect to the eNB to fetch OAM configuration when startup.

Proposal 2: NSA case should be discussed after SA case.
Support of CU-DU split architecture:

As CU-DU split is an important feature for NR which has been supported in Rel-15, IAB may be useful for coverage extension in deployments that use CU/DU-split architecture. The potential architecture could be illustrated with the figure below:
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Figure 3. Overall Architecture for CU-DU split case
Supporting of IAB in CU/DU split case should be very important in Rel-15, the discussion should be prioritized.
Observation 2: CU/DU split is an important case for IAB.

Proposal 3: It should be prioritized to discuss whether and how to support IAB in CU/DU split case.
1.2. Protocol stack
As has been agreed by RAN2, both L2 and L3 relay architectures will be studied.

The L3 radio control plane protocol stack could be illustrated with the figure below: 
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Figure 4. Radio protocol stack for L3 relay
In this architecture, RN has full protocol stack as a normal gNB, thus it should also support Xn-AP and NG-AP to route and handle the signallings from Xn and NG interfaces. The benefit is legacy spec on LTE Relay could be greatly reused, the drawback is the data transmission via the RN may consume more resources on wireless backhaul compared to L2 relay.
Observation 3: L3 Relay is beneficial for reusing of the legacy LTE spec on relaying.
The L2 radio control plane protocol stack could be illustrated with the figure below: 
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Figure 5. Radio control plane protocol stack for L2 relay

PDCP and higher layer should only locate at UE and gNB. In the relay node, one peer RLC/MAC/PHY protocol groups corresponds the air interface between UE and relay and the other peer RLC/MAC/PHY protocol groups for the air interface between relay node and gNB.
In this architecture, each UE dedicated radio bearer runs between peer PDCP entities located in donor gNB and UE respectively. But from one side to the other side of PDCP, there are multiple paths and mixture-hop paths. For example, one path is UE directly to gNB and the other is UE-Relay-gNB path. For the direct path, peer RLC/MAC/PHY protocol groups are located in gNB and UE. For the second one-hop path, there are two peer RLC/MAC/PHY protocol groups. One peer RLC/MAC/PHY protocol groups corresponds the air interface between UE and relay and the other peer RLC/MAC/PHY protocol groups for the air interface between relay and gNB.

For CU/DU split, it has been specified that RRC/PDCP are terminated in gNB-CU and RLC/MAC/PHY are terminated in gNB-DU. To support the wireless extension of gNB-DU via IAB nodes, that requires an IAB node to have similar protocol architecture as gNB-DU, i.e. RLC/MAC/PHY towards the UE is terminated in RN, while RRC/PDCP is terminated in gNB-CU. For the F1 interface between gNB-CU and gNB-DU, it should also be extended to IAB nodes. In another word, IAB nodes should also support F1 functionalities in case of CU/DU split is applied for gNB.

Above all, as only RLC/MAC/PHY layers are resided in gNB-DU, using L2 relay is convenient to support IAB for CU-DU split scenarios.

Observation 4: L2 relay is beneficial for supporting CU-DU split scenario.
Proposal 4: To support IAB in CU/DU split case, IAB node should have similar protocol stack and functionalities as gNB-DU.
Proposal 5: For L3 relay, Rel-10 LTE relaying could be taken as the baseline to work on.

Proposal 6: For L2 relay, the peer PDCP entities are located in donor gNB and UE respectively and responsible for routing, the IAB node should reuse the RLC/MAC/PHY of the UE for the IAB backhaul link.
2. Conclusion 

This paper discussed the network architectures protocol stacks for IAB, based on the discussion above we have the following observations and proposals:
Observation 1: For NSA case, IAB node may need to connect to the eNB to fetch OAM configuration when startup.

Observation 2: CU/DU split is an important case for IAB.

Observation 3: L3 Relay is beneficial for reusing of the legacy LTE spec on relaying.
Observation 4: L2 relay is beneficial for supporting CU-DU split scenario.
Proposal 1: SA should be the most essential case to be supported in Rel-15.

Proposal 2: NSA case should be discussed after SA case.
Proposal 3: It should be prioritized to discuss whether and how to support IAB in CU/DU split case.
Proposal 4: To support IAB in CU/DU split case, IAB node should have similar protocol stack and functionalities as gNB-DU.
Proposal 5: For L3 relay, Rel-10 LTE relaying could be taken as the baseline to work on.

Proposal 6: For L2 relay, the peer PDCP entities are located in donor gNB and UE respectively and responsible for routing, the IAB node should reuse the RLC/MAC/PHY of the UE for the IAB backhaul link.
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