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1
Introduction
The study of Integrated Access and Backhaul (IAB) is essential component of NR deployments providing a mechanism to achieve coverage reliability targets in the absence of available fiber. This contribution will discuss the factors impacting the connectivity of IAB nodes and the formation of a topology and route selection.
2
Considerations
Propagation:  IAB nodes may be deployed for 5 fundamental use cases as discussed in [2].  Sparse fiber mitigation is one where IAB nodes will be used to provide adequate coverage reliability when fiber availability is limited.  This is challenging at frequencies > 6 GHz where diffraction is limited and signals are easily blocked.   Therefore, the connectivity of an IAB node, to either another IAB node or a fiber connected donor node, will be determined by the pathloss and more specifically the probability of a LoS path.   Due to blockage from buildings and foliage, relaying may be needed through multiple hops of IAB nodes before a donor node might be reached.   This is especially true in cases where there is limited fiber.  Furthermore, the sum spectral efficiency of a multi-hop link path should be considered in addition to the latency benefit from taking fewer hops. Therefore, the hop limit should not be strictly specified but should instead be governed by the propagation environment.

Reliability: The IAB connectivity via multiple fiber connected donor nodes should be supported for reliability.   An IAB node must be able to discover cells and monitor the radio channel(s), similar to a UE, to identify potential attachment points.   Should a serving link be blocked, an IAB node’s backhaul connection would need to be transferred to another attachment point.  The optimum topology may be managed centrally based on consolidated measurements provided by individual IAB nodes. 
Complexity: While redundant IAB connectivity is necessary, the complexity associated with the connectivity needs to be studied.  For example, multi-connectivity to greatest number of IAB alternate paths would certainly provide the highest reliability.  However, each alternate path would require a periodic maintenance channel to each alternate path.  Each maintenance channel represents additional overhead which will reduce capacity proportionally.   The balance between benefit and reward needs to be accounted for.   In addition, each maintenance channel consumes a beamforming resource in the IAB node.   A physical antenna array, such as a hybrid beamformer, may be limited in the number of beam directions that can be supported simultaneously, therefore, the requirement to maintain connections with multiple paths may also increase the complexity of the hardware.

Traffic Load:  The relative load of alternate paths may also be a consideration in the IAB topology.  Congested paths should be avoided.  A topology manager can take dynamic load into account when determining the optimum path.  A topology manager may initiate IAB node handoff commands, should the congestion on particular paths offset the spectral efficiency advantage.

3
Examples Topologies

In [5], Nokia proposed an evaluation methodology for a sparse fiber scenario as shown in Figure 1 and described in [3].  Figure 2shows an example topology based on the maximization of sum spectral efficiency from the donor site to the IAB node.  Figure 3show the distribution of required hops of based the fiber penetration and the Inter-Site Distance (ISD).
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Figure 1 Proposed evaluation scenario for sparse fiber deployment
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Figure 2 Example topologies based on sum spectral efficiency of a multi-hop link path 
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Figure 3 Distribution of hops for sparse fiber penetration scenarios 
4
IAB Node Configuration
An IAB node represents a co-located resource providing NR access coverage and backhauling.  As such, an IAB node may take on both the personality of UE for the transferring backhaul traffic or that of gNB serving connected UEs and forwarding backhaul traffic to the next hop.

· Like a wired node, IAB node may serve one or more cells in a sectorized site with 3 sectors per site for hexagonal layout and 4 cells per site for an urban grid. 

· Each cell (sector) may be configured independently being used for access or backhaul in concurrent slots.

· Traffic may be forwarded internally within an IAB node being received in one cell and transmitted in another cell on a subsequent slot.

· Duplex constraints should be considered such that transmission and reception of IAB node may be coordinated in adjacent sectors when a TDD mode is prescribed 

5
Discovery and Route Selection
IAB nodes are envisioned to be composed of both a gNB and UE personality.  The IAB-UE personality will conduct gNB discovery like an access UE identify all the visible Donor gNBs and IAB nodes.   Upon power-up, the IAB node will make an initial attachment decision and register with the network.   The IAB-UE personality should then be configured for mobility measurements similar to access UEs.   The network having received mobility measurements from multiple IAB-UEs may optimize the IAB topology and route selection based on comprehensive knowledge of the paths visible to all IAB-UEs. 

These routes may be optimized for:

· Sum spectral efficiency

· Latency

· Congestion

· Reliability

· Spectrum resources

· Hardware resources

The network having made a decision on optimum route may reflect this decision in both the node forwarding decisions and the topology of the IAB nodes.
6
Conclusions
Proposal 1:  The topology and route selection will be determined by the propagation environment. Topology and routing may be selected in order to maximize spectral efficiency and/or minimize latency.  
Proposal 2:  IAB node should re-use UE mobility measurements reporting on the visible candidate nodes to the RRC.

Proposal 2:  Dynamic route switching and topology management should also be studied as a mechanism to guarantee IAB link robustness.  Solutions such as multi-connectivity, fast link change, SDN Control, etc. may be studied to assess behavior in terms of link robustness, control channel burden, data interruption, etc
Proposal 3:  Dynamic traffic loading may be further consideration for path selection when congestion offsets the spectral efficiency, delay or other advantage of an alternate path.
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