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Discussion and Decision
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Introduction
Flow control has been recently evolved in many ways; but some enhancements are still needed - one issue is a scheduling delay caused by the independently operated DRX OFF period in the corresponding node, raised by DCM [1] in the last RAN3-98 meeting. In this contribution, we carefully analyse this issue and propose a simple solution that can enable the flow controller (node hosting PDCP entity) to adapt to the situation and take necessary actions to avoid such DRX delays.
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Discussion

In the last RAN3-98 meeting, DCM brought up an issue that, for split bearer, an scheduling delay may happen to the DL data in the corresponding node due to the expiration of TA timer and/or DRX transition [1]: 
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Figure 1. Scheduling delay on split bearer when the amount of data is small [1]
Especially for DRX, we believe that this issue is valid based on the following points:

·  DRX can be separately configured in each leg, whose operation is independently governed by MAC entity (together with resource/scheduling/load management) in the respective node. This means that DRX is independently operated in each node. The node hosting PDCP entity (flow controller) is oblivious to the dynamic ON/OFF behaviors of the DRX configured UE in the assisting leg.
·  There are really many reasons that a DRX configured UE enters into a DRX cycle, thus not just limited to the small amount of data in [1]. Data is bursty in nature, thus may arrive after a period of no data enough to make the UE transit into OFF state. A DRX configured UE can also enter into an OFF period earlier if received DRX Command MAC CE [2]. Or, the UE may not get scheduled long enough due to the load situation.
Namely, if the UE is OFF in the corresponding node due to DRX, for split bearer, a packet transferred to the corresponding node will face a delay until the UE wakes up. The DRX cycle can be up to 10 seconds, thus such delay can be long. One may think that the node hosting PDCP entity should not transfer any packet to the corresponding node while OFF in the corresponding node, but the node hosting PDCP entity does not know whether ON or OFF in the corresponding node (see the first bullet). Moreover, such delay is not limited to the situation when a packet is sent to the corresponding node during OFF period. The UE can go into a DRX cycle in the assisting leg even if there is a data pending in the corresponding node (see the second bullet).

It is indeed possible that the DL data in the corresponding node may get delays due to DRX, whose OFF period can be up to 10 seconds in the current specification [3].

Observation 1: The issue raised by DCM is valid that, for split bearer, DL data in the corresponding node may get scheduling delays due to DRX operation, whose OFF period can be up to 10 seconds.

Then, one may argue that, “OK, there can be a potential delay in the corresponding node due to DRX operation that the flow controller is aware of, but why does it matter?” For split bearer, it matters because such delayed packets in the corresponding node can be a serious bottleneck for the DL data delivery. Let’s say a packet N was transferred to the corresponding node, but get stuck because of DRX-OFF in the assisting leg. The node hosting PDCP entity cannot realize immediately; the existing flow control will slowly react to the situation - the flow controller is likely to know that this packet N is still not being delivered to the UE in the corresponding node side after some time (after receiving multiple DDDS). In the meantime, the subsequent PDCP packets can be delivered to the UE through the anchor side, and soon may reach to a point that more DL delivery can cause the HFN desynch problem. If we assume a SN terminated split bearer that the DL data rate is 10Gbps in the anchor (SN) side with 18 bits PDCP SN space, then for a typical packet size (1500bytes), the half of the PDCP SN space can be filled up less than 160ms. On the other hand, the DRX OFF period can be up to 10 seconds. For split bearer, the packets stuck in the corresponding node due to OFF period can be a serious bottleneck in a very short time (may block the whole DL delivery), unless they are properly taken care of by the flow controller
Observation 2: For split bearer, the packets stuck in the corresponding node due to DRX-OFF can be a serious bottleneck in a short time (may block the whole DL delivery), unless properly taken care of by the flow controller.
This issue can be resolved if the corresponding node sends an indication when entering a DRX-OFF. RAN2-99 agreed that MeNB/SgNB provides the MCG/SCG DRX configuration to the SgNB/MeNB in EN-DC via inter-node RRC message, and this principle is likely to be applied for all dual connectivity deployment scenarios in NR. That is, DRX configuration in one node will be shared to the other node, whenever DRX is setup or released and DRX parameters if setup/changed. If the corresponding node feedbacks at the time that the DRX-configured UE moves into OFF period, then the node hosting PDCP entity can know that when it will wake up (knows the corresponding DRX configuration by RAN2 agreement) and thus able to not transfer packets while OFF period and able to send packets (if any) to the corresponding node by the time when UE wakes up. This can essentially eliminates a potential delay due to dynamic DRX ON/OFF behaviors which was oblivious to the flow controller.
Such indication can be also an explicit trigger for the node hosting PDCP entity to do some smart actions for whatever left in the corresponding node, which are facing DRX delay due to OFF period. If such indication is piggybacked by the DDDS frame, then together with the delivery status info, the node hosting PDCP entity can exactly know which packets are still left pending in the corresponding node. Moreover, the node hosting PDCP entity usually keeps the copy of the packets transferred to the corresponding node (until confirmed successfully delivered or discarded by guard timer). Thus, the flow controller can decide on its own and do whatever it wants for those leftovers in the corresponding node. For example, if the OFF period is tolerant for the configured bearer requirement or there is no potential danger to go beyond the half of the PDCP SN space, then the node hosting PDCP entity may decide to leave as they are, simply waiting for them to be delivered during the next ON period in the assisting leg. Or, the node hosting PDCP entity may decide to perform PDCP data recovery to retransmit all of those leftover packets through its own leg instead. At the same time, the node hosting PDCP entity can also send a discard indication to those retransmitted packets stuck in the buffer of the corresponding node to prevent potential HFN desynch.

Observation 3: The issue can be resolved if the corresponding node sends an indication when entering a DRX-OFF:

·  By RAN2-99 agreement, such indication enables the flow controller (node hosting PDCP entity) is aware of when to transfer packets to the corresponding node to avoid a potential delay due to DRX.

·  The flow controller (node hosting PDCP entity) can take smart actions for whatever left in the corresponding node (e.g. PDCP data recovery),, which are facing a DRX delay due to OFF period.

Therefore, we propose to define an indication in the DDDS frame that can inform the node hosting PDCP entity that the DRX-configured UE has entered into an OFF period in the corresponding node.
Proposal 1: RAN3 to define an indication in the DDDS frame that can inform the node hosting PDCP entity that the DRX-configured UE has entered into an OFF period in the corresponding node.
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Conclusions and proposals

In the present contribution we make the following observations:

Observation 1: The issue raised by DCM is valid that, for split bearer, DL data in the corresponding node may get scheduling delays due to DRX operation, whose OFF period can be up to 10 seconds.

Observation 2: For split bearer, the packets stuck in the corresponding node due to DRX-OFF can be a serious bottleneck in a short time (may block the whole DL delivery), unless properly taken care of by the flow controller.
Observation 3: The issue can be resolved if the corresponding node sends an indication when entering a DRX-OFF:
· By RAN2-99 agreement, such indication enables the flow controller (node hosting PDCP entity) is aware of when to transfer packets to the corresponding node to avoid a potential delay due to DRX.

·  The flow controller (node hosting PDCP entity) can take smart actions for whatever left in the corresponding node (e.g. PDCP data recovery), which are facing a DRX delay due to OFF period.

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: RAN3 to define an indication in the DDDS frame that can inform the node hosting PDCP entity that the DRX-configured UE has entered into an OFF period in the corresponding node.

The corresponding CR to TS 38.425 [4] is provided in [5].
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