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Introduction
As part of the Study Item on Integrated Access and Backhaul for NR [1], 3GPP has agreed to identify and evaluate potential solutions for the following requirements and aspects associated with the efficient operation of integrated access and wireless backhaul for NR [1]. 
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

At the RAN2 #AH_1801 meeting the following agreements were made regarding IAB SI:
Agreements
1: 	The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded
2	Common architecture supports both in-band and out-of-band IAB scenarios. 
2i	In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)
2ii	Out-of-band IAB scenarios are also supported using the same set of RAN features designed for in-band scenarios.  Study whether additional RAN features are needed for out-of-band scenarios
3	NR access over NR backhaul is studied with highest priority 
3i	Identify the additional architecture solutions required for LTE access over NR backhaul
3ii	The IAB design shall at least support the following UEs to connect to a node which is backhauled using IAB:
	1/	Rel. 15 NR UE
	2/	Legacy LTE UE if IAB supports backhauling of LTE access
4i	SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)
4ii	Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 
4iii	For both 4i and 4ii the priority within the NSA options will be to consider the EN-DC case but this does not preclude study for other NSA options.
4iv Further study of the possible combinations of SA and NSA access and backhaul is needed to fully determine the scope of what will be studied.


Agreements
1: IAB design shall support multiple backhaul hops
	-	The architecture should not impose limits on the number of backhaul hops.
	-	The study should consider scalability to hop-count an important KPI.
	-	Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications
5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.

While the specific use cases and scenarios to be addressed in the study item are being discussed, in this contribution we identify some key architecture requirements from an operator’s perspective that we believe any solution developed for IAB should satisfy. 
Following that, we also provide some aspects of a L2-based multi-hop relay architecture for IAB that has the potential to satisfy such key architecture requirements. 

IAB Architecture Requirements
3GPP NR-based 5G mobile networks will be deployed using a split RAN protocol architecture such that the gNB may be functionally split between a centralized gNB-CU (comprising SDAP/PDCP and RRC functionality) and decentralized gNB-DU (comprising RLC/MAC/PHY functionality) [2], with F1 interface between gNB-CU and gNB-DU. Such a split RAN protocol architecture allows operators to better take advantage of benefits offered by centralization and virtualization technologies. 
Strictly speaking, 3GPP specifications do not prevent a co-located gNB-CU + gNB-DU, so conceptually it may be possible to design IAB relay nodes or access nodes with co-located gNB-CU + gNB-DU functionality. However, from a practical deployment perspective, to have a consistent architecture across all deployed NR nodes, any operator with initial NR deployments based on split RAN protocol architecture would prefer that the relaying solution for IAB must be designed considering a split RAN protocol architecture with centralized gNB-CU and decentralized gNB-DU nodes. 
Proposal 1: The relaying solution for IAB must be designed considering a split RAN protocol architecture with centralized gNB-CU and decentralized gNB-DU nodes.
One major purpose of an IAB solution is to enable an operator to quickly deploy new RAN nodes in a dense network without having to provision wired/fiber access to every deployed node. In an initial deployment, fiber access may be provided to 1 out of every N deployed nodes. However, as the network evolves and depending upon further build-out/availability of fiber access, growth of traffic, and other deployment issues, it is possible that more of the already deployed nodes may be equipped with fiber backhaul. In such a situation, an operator may want an already deployed IAB relay node to be converted to a potential donor node with fiber backhaul. An example is illustrated in Figure 1 below. 
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Figure 1: Converting Deployed Relay Nodes to Donor Nodes
In the above example, Access Relay DU3, which was previously two hops away from Donor DU1, is converted to Donor DU3. As a result, there is a reduction in maximum number of IAB hops required to reach the CU, thereby improving latency performance in the network. Moreover, the new Donor DU3 provides a redundant IAB link to Intermediate Relay DU2, thereby increasing robustness of the network. 
To allow the above-described conversion of already deployed relay nodes to potential donor nodes, the architecture of all relay nodes, including access relay nodes and intermediate relay nodes in a multi-hop network, and all donor nodes need to be consistent with each other. In other words, IAB solutions that require very different architectures for access relay nodes, intermediate relay nodes, and donor nodes should be avoided. 
Proposal 2: IAB solutions that require very different architectures for access relay nodes, intermediate relay nodes, and donor nodes should be avoided to allow relatively easy conversion of one node type to another after deployment depending upon network conditions.
Due to the expected larger bandwidths available for NR compared to LTE (e.g. in mmWave spectrum), along with the native deployment of massive MIMO or multi-beam systems in NR, 3GPP has the opportunity to develop a relaying solution where the user access and backhaul links are integrated with each other seamlessly using the same air interface. This makes it possible to dynamically share air interface resources between user access and backhaul links in response to traffic and network conditions. Such reuse of NR air interface for backhauling is also a logical consequence of wanting to flexibly mix relay nodes with donor nodes in an NR network, as described in preceding paragraphs. 
Reuse of the NR access link for backhauling also has some architecture implications. The Release 15 NR network design is based on a hierarchical network design (just as it is in LTE, UMTS, and GSM before it). Hence, the NR air interface or access link is designed to operate between the network and device. The reuse of this NR access link for backhauling naturally has the consequence of requiring the IAB relaying solution to be designed for a hierarchical network design, rather than a traditional peer-to-peer mesh network. Moreover, if a proposed IAB relaying solution is designed based on a peer-to-peer mesh network, it would require significantly more standardization work to develop. Hence, it is proposed that the solution designed for IAB must be based on a hierarchical network and not a peer-to-peer mesh network.
Proposal 3: The solution designed for IAB must be based on a hierarchical network and not a peer-to-peer mesh network.
When the designed IAB solution is deployed in a mmWave frequency based NR network, it needs to be able to operate in the presence of fast changing channel conditions resulting from blockage phenomenon in mmWave frequencies. This requires the ability to change route/topology quickly in response to network conditions. Additionally, in deployment scenarios where there is frequent user mobility between deployed relay nodes, the IAB solution must also be able to support lossless mobility and any mobility solution enhancements developed to support 0 ms user plane interruption.
Proposal 4: The relaying solution designed for IAB must be able to support fast route/topology changes in response to changing network conditions, and must support lossless mobility and any mobility solution enhancements developed to support 0 ms user plane interruption.
Initial NR network deployments based on Phase 1 Release 15 3GPP specifications will be based on non-standalone (NSA) scenario (Option 3x), using existing EPC deployments for the core network. Additionally, some other NR network deployments based on the full Release 15 3GPP specifications may be based on standalone (SA) scenario (Option 2). Furthermore, in subsequent 3GPP Releases, as support for more deployment scenarios is developed, some networks deployed in Option 3x scenario using EPC could migrate to Option 7x or 4 using NGC. Hence, it is very conceivable that any IAB solutions potentially standardized in Release 16 specifications, may need to operate with either EPC or NGC as the core network, and may also need to continue to operate efficiently in the event of a core network transition from EPC to NGC. If the designed IAB solution has very significant core network dependencies, this would put an operator’s IAB deployment at significant risk when migrating the core network from EPC to NGC after deployment of IAB. Furthermore, if the designed IAB solution has very significant core network dependencies, 3GPP would need to develop different solutions that work with EPC vs. NGC. In this case, there may be significant impacts to EPC specifications as well. Hence, IAB solutions with significant core network dependencies have the potential to cause significant complications for an operator and for standardization, so it is proposed that the designed IAB solution should have minimal core network dependencies and specification impact.
Proposal 5: The designed IAB solution should have minimal core network dependencies and core network specification impact.

L2-based Multi-Hop Relay Architecture
This section describes a Layer 2 based multi-hop relay architecture for a standalone NR network deployed with CU-DU split architecture that attempts to satisfy the above described IAB architecture requirements. Since some of the terms related to IAB relay architecture have not yet been agreed in 3GPP, we first describe some terms below to make the subsequent architecture description clearer. 
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Figure 2: L2-based Multi-Hop Relay Architecture
Donor Node:
· The network node that terminates the core network connection (S1/NG-C/NG-U). In the case of CU-DU split the Donor Node will be split into a Donor CU and Donor DU, where the Donor DU has a wire/fiber connection to the Donor CU.
Access Relay Node:
· The relay node that is used by the UE to access the network. In case of a CU-DU split architecture, the access relay node may be an access relay DU.
Intermediate Relay Node:
· In a multi-hop relay scenario, the relay node that is in between the Donor Relay Node and the Access Relay Node, and serves as a pass-through for traffic to/from a UE connected to an Access Relay Node.  In case of a CU-DU split architecture, the Intermediate Relay Node may be an Intermediate Relay DU.

Below we discuss some of the characteristics of the multi-hop relay architecture that help satisfy the architecture requirements described in the previous section.
Relay Node Architecture
An IAB relay node (access relay node or intermediate relay node) may be based on either a traditional CU-DU split architecture, or have partial DU functionality, or could be equipped with the full gNB protocol stack. We believe that in an NR network deployed based on the CU-DU split architecture, the IAB relay nodes must also be based on the CU-DU architecture split. Below table summarizes some key points of difference.
	Relay Nodes as gNB-DU
	Relay Nodes as Partial DU
	Relay Node as full gNB (CU+DU)

	Compliant with a network that is already deployed based on a CU-DU split architecture
	Not compliant with standard CU-DU split, so may require proprietary interface implementation
	Decentralization of CU functions for relay nodes is inconsistent with a network that is already deployed based on a CU-DU split architecture

	More readily allows conversion of relay nodes to donor nodes upon better availability of fiber
	Requires adding significantly more functionality to convert a relay node to donor node
	May require significant changes to convert to a donor DU (depends on architecture of deployed network)

	Similar relay and donor nodes simplifies network management 
	Network management more complex due to different node architectures
	Network management more complex due to different node architectures



Proposal 6: In CU-DU split-based IAB network, the IAB relay node should be functionally equivalent to a gNB-DU.
F1 Interface Termination
In a CU-DU split-based NR network, the F1 interface is terminated at the gNB-DU. In an IAB network, the logical F1 interface for an Access Relay gNB-DU should also be terminated at the Access Relay gNB-DU. This makes it much easier to covert an Access Relay gNB-DU to a Donor gNB-DU when fiber connectivity is available subsequent to initial deployment. Theoretically, it may be possible to terminate the logical F1 interface for the Access Relay gNB-DU at the Donor gNB-DU and then carry the F1 information via newly developed control messages to the Access Relay gNB-DU, but we think this unnecessarily adds to the standardization work, and may not necessarily have any significant benefits over logically terminating the F1 interface at the Access Relay gNB-DU. 
Proposal 7: In a CU-DU split-based IAB network, the F1 interface for an Access Relay gNB-DU should be logically terminated at the Access Relay gNB-DU.
Packet Forwarding/Routing and Aggregation Solution
In a multi-hop IAB relay network, packets must be forwarded from one relay node to another relay node. In an L2-based relay architecture, this forwarding can be performed at various places in the protocol stack. We believe that to be most compatible with an Option 2 CU-DU split-based network deployment, the packet forwarding should be done above the RLC layer. This allows PDCP PDUs to be routed much more efficiently across different relay paths, and more readily enables to the use of PDCP-based features such a dual-connectivity and packet duplication. We envision that an RLC adaptation layer may need to be defined to performs the functions related to packet forwarding, aggregation/disaggregation of different flows into/from relay bearers, and route switching. Such an RLC-adaptation layer-based solution may allow address-based forwarding schemes that are much more efficient in terms of overhead compared to other solutions that may perform forwarding/routing at a much higher layer in the protocol stack. Moreover, an RLC adaptation layer-based forwarding/routing solution may also support fast route changes, which may be needed especially in the case of mmWave NR deployments that can experience sudden and severe path blockage. 
Proposal 8: In a CU-DU split-based IAB network, an RLC adaptation layer-based solution should be studied to perform packet forwarding/routing and aggregation in the IAB relay network.
RN-RN Interface
The interface between two relay nodes must be decided in 
Proposal 9: The relay node to relay node interface should be based on the Uu interface to maximize reuse of existing NR specifications.
User Plane Protocol Stack
Based on the above discussion the following Figure 3 shows a user plane protocol stack for a 2-hop relay case. Figure 4 shows an example of a route change where a change in Intermediate Relay DU may be accomplished completely at the RLC adaptation layer.
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Figure 3: RLC Adaptation Layer Based IAB Relaying Solution – User Protocol Stack for 2-Hop Case
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Figure 4: RLC Adaptation Layer Based IAB Relaying Solution – User Protocol Stack for 2-Hop Case with Change in Intermediate gNB-DU Handled at the RLC Adaptation Layer

The above described RLC adaptation layer-based IAB relaying architecture has the potential to meet all requirements described in Section 2. The solution has the following characteristics:
· It is based on CU-DU split architecture with logical F1 termination at Access Relay gNB-DU
· Donor gNB-DU, Access Relay gNB-DU, and Intermediate gNB-DU have same architecture. For example, a gNB-DU could be an Intermediate gNB-DU for a UE served by another Access Relay gNB-DU, but could also simultaneously serve as the Access Relay gNB-DU for some UEs. 
· Ability to readily convert any relay gNB-DU to donor gNB-DU
· Full reuse of Uu interface for IAB links and access links to maximize reuse of existing NR specs
· Fully backward compatible with Release 15 UEs, and minimal core network dependency 
· Ability to use NR-NR DC/multi-connectivity and packet duplication for bearers serving UE
· L2 routing/aggregation of PDCP PDUs at RLC Adaptation Layer at relay gNB-DU, with fast route changes

Proposal 10: The proposed RLC adaptation layer-based multi-hop relay architecture should be included for evaluation in the IAB SI.


Conclusion
In this contribution, some key architecture requirements were identified from an operator’s perspective. The following general relay architecture related proposals were offered for consideration:
Proposal 1: The relaying solution for IAB must be designed considering a split RAN protocol architecture with centralized gNB-CU and decentralized gNB-DU nodes.
Proposal 2: IAB solutions that require very different architectures for access relay nodes, intermediate relay nodes, and donor nodes should be avoided to allow relatively easy conversion of one node type to another after deployment depending upon network conditions.
Proposal 3: The solution designed for IAB must be based on a hierarchical network and not a peer-to-peer mesh network.
Proposal 4: The relaying solution designed for IAB must be able to support fast route/topology changes in response to changing network conditions, and must support lossless mobility and any mobility solution enhancements developed to support 0 ms user plane interruption.
Proposal 5: The designed IAB solution should have minimal core network dependencies and core network specification impact.
Moreover, to satisfy above proposed IAB architecture related requirements, in a CU-DU split-based IAB network, the following proposals were made:
Proposal 6: In CU-DU split-based IAB network, the IAB relay node should be functionally equivalent to a gNB-DU.
Proposal 7: In a CU-DU split-based IAB network, the F1 interface for an Access Relay gNB-DU should be logically terminated at the Access Relay gNB-DU.
Proposal 8: In a CU-DU split-based IAB network, an RLC adaptation layer-based solution should be studied to perform packet forwarding/routing and aggregation in the IAB relay network.
Proposal 9: The relay node to relay node interface should be based on the Uu interface to maximize reuse of existing NR specifications.
Proposal 10: The proposed RLC adaptation layer-based multi-hop relay architecture should be included for evaluation in the IAB SI.
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