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Introduction
Recently, there was an LS exchange between TSG RAN and SA2 about NR edge computing. SA2 clarified that to be able to support edge computing the user plane functions should be located close to the base station [1]. This highlights the importance of being able to split control plane (CP) and user plane (UP) functions in RAN, so that each service can be served by the most suitable UP entity. We believe that this a motivation for accelerating the progress on the RAN3 Study Item on separation of CP-UP split for NR and for promoting the specification of an open E1 interface. In this contribution, we provide more details.
Discussion 
TSG RAN inquired SA2 about the latest status of the work for supporting NR edge computing [2]. The following text is taken from the LS issued by TSG RAN to SA2 (RAN3 in cc).
· Within TSG RAN Edge computing is seen as an important part of NR. To enable TSG RAN to start any necessary work in this area in a timely manner, TSG RAN would request SA2 to provide an update of the current status and any available information on the planned SA solution for edge computing. In addition TSG RAN would welcome guidance from SA2 of areas and issues that are liable to require solutions within TSG RAN moving forward.
SA2 replied that to support edge computing the UP functions should be placed close to the base station [1].
· It has been noted that support of Edge Computing for certain scenarios may require a decentralized location of User Plane related functions, potentially including the location of User Plane functions very close to (or at) the base station site.
[bookmark: _Hlk498597819]5G will introduce new services with different requirements. From one side, services such as edge computing require UP functions located close to the base station [1]. From the other side, services such a eMBB could benefit from virtualization and can use UP functions centralized in a data center owned by the mobile network operator. Different UEs can use different services with different requirements at the same time. Therefore, different UEs should be allowed to connect to different UP entities in different locations via the same radio resources. In addition, a single UE could also access different services at the same time and benefits from being connected to different UPs. 
Observation 1	The exchange of LS between TSG RAN and SA2 highlights the importance of being able to have separate UP functions in different locations for satisfying the requirements of different services.
These new requirements should be interporeted as a motivation for accelrating the work on spearation of CP and UP for NR in RAN3 and stat normative work on an open E1 interface. 
Conclusion
In this contribution, we discussed the exchange of LS between TSG RAN and SA2 on NR edge computing.
[bookmark: _In-sequence_SDU_delivery]Observation 1	The exchange of LS between TSG RAN and SA2 highlights the importance of being able to have separate UP functions in different locations for satisfying the requirements of different services.
Proposal 1	RAN3 is kindly asked to agree the text proposal in Annex I.
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Annex 1: TP for TR 38.806
[bookmark: _Toc296692904][bookmark: _Toc480193905]Start of Text Proposal for T 38.806
[bookmark: _Toc496032589]6.2.1 Scenario 1
Benefits
Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario allows to take maximum advantage of cloud technologies because both the CU-CP and CU-UP can be implemented in a virtualized environment. For the case where both CU-CP and CU-UP are deployed within the same physical node(s), the signalling over the E1 interface would be internal to the gNB and would not flow over the transport network.
[bookmark: _Toc496032590]6.2.2 Scenario 2
Benefits
This scenario allows to take advantage of cloud technologies for user plane functions while ensuring low latency for critical control plane procedures
Drawbacks
[bookmark: _Hlk494187614][bookmark: _Hlk495518414][bookmark: _Hlk495597673]E1 signalling between the local Control and the User Plane function would flow over the transport network, e.g., between the distributed entity and the data center. This scenario may introduce higher control plane latency for mobility procedures E1 interface compared to Scenario 1. On the other hand, it may introduce lower control plane latency for state transition procedures compared to Scenario 1. The impact of the extra-latency depends on the characteristics of the transport network and can be limited by a careful network design and opportune transport network infrastructure.
[bookmark: _Hlk495614759]Editor’s Note: The drawbacks on Scenario 2 needs to be further clarified.
[bookmark: _Toc496032591]6.2.3 Scenario 3
Benefits
Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario also allows to take advantage of cloud technologies while ensuring low latency for user plane traffic, which is important for some applications (e.g., critical MTC). This deployment can be used for supporting edge computing services. 
Drawbacks
This scenario may introduce higher control plane latency compared to Scenario 1. The impact of the extra-latency depends on the characteristics of the transport network and can be limited by a careful network design and opportune transport network infrastructure.

[bookmark: _Toc496032592]6.3 Conclusions for scenarios and benefits
Based on the study for each option, all the scenarios can be considered as possible deployment with regards of their own benefits and drawbacks. The separation of CP and UP allows to satisfy the differentiated requirements coming from new 5G services. 
End of Text Proposal 1 for TS 38.806
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