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1. Introduction

 During RAN3-97bis a discussion was carried out concerning the UE Context Setup procedure. The main point of discussion was how to derive the QoS configuration of a DRB. 
Here two approaches were proposed:

· One approach where the gNB-CU calculates the QoS configuration of each DRB to be served at the gNB-DU and where a negotiation takes place between gNB-DU and gNB-CU on whether the configuration can be accepted by the DU

· Another approach where the CU sends the QoS configuration of each QoS Flow mapped to a DRB and where the DU decides on the QoS configuration of the DRB

In this paper we focus on the aspect above and propose a way forward.
2
QoS information at UE Context Setup
It has been already agreed that, upon reception of an NG: Initial Context Setup Request, the gNB-CU is  responsible for mapping PDU Session traffic (QoS flows) to DRBs and inform the gNB-DU of such mapping. Namely, the gNB-DU is not expected to have knowledge of PDU Sessions.
A QoS policy for each DRB that the gNB-CU requests to establish at the gNB-DU would need to be determined. The question is who decides such configuration, the gNB-DU or the gNB-CU.

In order to understand the entity of the problem a multi vendor scenario is considered where the gNB-DU and the gNB-CU come from different vendors. With that, one should assume that the details of the gNB-DU implementation are not known to the gNB-CU.

In order for the gNB-CU to make an acceptable and efficient choice for the QoS policy to assign to DRBs served by the gNB-DU, the gNB-CU should be aware of a number of information, of which some are mentioned as examples:

· Available processing resources at the scheduling function of the DU: this is needed to determine the level of QoS that can be demanded and fulfilled by the DU. As an example, is the DU able to pool resources from a virtual platform? What is the Status of resource availability in such platform? Is the DU using a standalone processing platform and how is this dimensioned?
· Scheduling policies that are possible at the DU: for example, a DU may support policies where if some stringent requirements are placed on, e.g. target bitrate, it is not possible to request stringent requirements on e.g. delays. That is because, depending on implementation, a low delay target may imply that the time needed to accurately estimate link adaptation is not available. An implementation that wants to ensure that traffic is sent in a reliable way when link adaptation has not converged may need to sacrifice the use of higher modulation schemes, i.e. sending traffic with a very low delay target comes at the expenses of lower throughput. It would therefore be impossible for such implementations to fulfil at the same time very high throughput and very low delays, where the exact values of delay and throughput are implementation dependent. A CU that has to create a QoS profile for a DRB, without incurring in such failures at the DU would need to know this level of DU implementation details.
· Implementation of specific RRM policies associated with periodic resource allocation e.g. DRX configuration, SPS scheduling. This is because an implementation may derive such settings from the assigned QoS. This is done on the basis of e.g., predicting that a certain QoS configuration a given amount of resources over a certain period of time. Obviously, allocation of such periodic resources can only be done on the bases of the overall status of resources availability. Therefore, there is a dependency between assignment of QoS configuration and availability of RRM policies at any given point in time. A CU that has to assign DRB QoS configurations in an efficient way would need to know these DU details.
· Implementation of traffic prediction algorithms. In fact, for a given QoS configuration an implementation may deduce a certain type traffic pattern. This allows to optimise scheduling because resources will be made available when the assumed pattern shows more resource demand. But of course a CU not knowing such map between QoS and traffic pattern prediction may risk to derive a QoS configuration that leads to a totally inappropriate traffic pattern model. 

With the above the intention is to express that a QoS configuration is not only a tuple of parameters interpreted in isolation, but it can be used in smart gNB-DU implementations to derive multiple other policies, which allow radio resource management optimisation.

It is rather obvious that, unless one focusses on a single vendor system where the information needed at the gNB-CU are exchanged in a proprietary way, it is not feasible to assume that a gNB-CU from Vendor A has such visibility over a gNB-DU from Vendor B. 

Therefore, proposing that the gNB-CU can decide on the QoS configuration of a DRB that needs to be served by a scheduler in the DU can only mean that such system would likely not be inter-vendor interoperable. 
In fact, if such a design was chosen, one would need at least to introduce the possibility for the gNB-DU to reject a proposed QoS configuration for a given DRB. Such rejection means that the gNB-CU should again try to configure a QoS policy that fits the design of the gNB-DU. This trial and error approach could easily end in very long delays in establishing UP bearers for the UE and that would not be acceptable from a performance point of view. Even worst, the gNB-DU may wrongly interpret the QoS configuration assigned by the gNB-CU for a DRB. Wrong policies for DRB traffic may be derived and this would degrade performance rather badly.
Conclusion 1: Adopting a solution where a gNB-CU decides the QoS configuration of DRBs to be served by a scheduler in the gNB-DU hinders the deployment of multivendor gNB-CU/gNB-DU systems and may result in DRB establishment failures that delay UP bearer establishment  

For these reasons it seems logical that the gNB-DU selects the QoS configuration of the DRBs that it needs to serve. 
In order to allow the gNB-DU to select the right QoS policy for a given DRB the gNB-CU would need to indicate the QoS policies for each traffic flow mapped to the DRB. This could be achieved by signalling in the UE Context Setup Request a mapping between DRB and [QoS Flow Indicator + QoS flow parameters], where the QoS flow parameters consist of GBR information and (in cases where this flow is not mapped to a standardised 5QI) a description of the traffic flow’s QoS. 
An example of the information the gNB-CU could send to the gNB-DU is shown below.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	DRBs to Be Added List
	
	1
	
	
	YES
	reject

	>DRBs To Be Added Item
	
	1 ..  <maxnoof DRBs>
	
	
	EACH
	reject

	>>DRB ID
	M
	
	<reference>
	
	
	

	>>DRB to Traffic Flow Mapping
	
	1
	
	
	
	

	>>>Flows Mapped to DRB Item
	
	1 ..  <maxnoofFlows>
	
	
	
	

	>>>>QoS Flow Indicator
	M
	
	<reference>
	
	
	

	>>>>QoS Flow Level QoS Parameters
	M
	
	
	
	
	

	>>GTP TEID
	M
	
	<reference>
	
	YES
	reject


Table 1: Example of tabular encoding of DRB to Traffic Flow QoS mapping for the UE context Setup Request
QoS Flow Level QoS Parameters can be expressed as below
QoS Flow Level QoS Parameters

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	5QI
	O
	
	INTEGER (0..255)
	5G QoS Indicator defined in TS 23.501 [9].

Logical range and coding specified in TS 23.501 [9].
Note: Coding is FFS. 
	-
	

	Allocation and Retention Priority
	M
	
	<reference>
	
	-
	

	Non-standardised QoS Flow descriptor
	O
	
	<reference>
	Note: Presence needs to be checked with latest stage 2 status.
	-
	

	GBR QoS Flow Information
	O
	
	<reference>
	This IE applies to GBR bearers only and shall be ignored otherwise.
	-
	


Table 2: Example of tabular encoding for the Traffic Flow QoS Parameters IE

The formulation shown in Table 1 and Table 2 allows the gNB-DU to have a full view of the QoS policies for the traffic flows mapped to each DRB. Some traffic flows will simply be mapped to standardised QoS parameters, in which case the QoS Flow Level QoS Parameters IE is only needed to know the ARP value and eventually the GBR information. Some other traffic flows will have dedicated QoS configurations, in which case more information within the QoS Flow Level QoS Parameters IE is needed.

With this information the gNB-DU can select a QoS setting and the best RRM and scheduling policy that fulfils, to the best of the gNB-DU’s capabilities at that point in time, all the QoS policies for the flows mapped to the DRB.
Conclusion 2: It is proposed that, as part of the DRB information sent by gNB-CU to gNB-DU in the F1: UE CONTEXT SETUP REQUEST, the gNB-CU includes a mapping of DRB to traffic flows and QoS policy information for each traffic flow
Conclusion 3: It is proposed that the gNB-DU derives the best DRB’s RRM and scheduling policy that can fulfil QoS requirements for all the traffic flows mapped to a DRB

4
UE Context Setup Failure
This procedure is used when the UE context cannot be created at the gNB-DU. Namely, a UE context can only be failed in full. It should be noted that according to proposals above it is possible to fail some DRBs and still signal a UE CONTEXT SETUP RESPONSE from DU to CU containing the admitted DRBs.

Conclusion 4: It is proposed to use the F1: UE CONTEXT SETUP FAILURE when the full UE context cannot be setup at the gNB-DU
5
Conclusions
In this paper a description of how the UE Context Setup procedure over F1 can be achieved has been provided. The paper concluded the following:
Conclusion 1: Adopting a solution where a gNB-CU decides the QoS configuration of DRBs to be served by a scheduler in the gNB-DU hinders the deployment of multivendor gNB-CU/gNB-DU systems and may result in DRB establishment failures that delay UP bearer establishment  

Conclusion 2: It is proposed that, as part of the DRB information sent by gNB-CU to gNB-DU in the F1: UE CONTEXT SETUP REQUEST, the gNB-CU includes a mapping of DRB to traffic flows and QoS policy information for each traffic flow

Conclusion 3: It is proposed that the gNB-DU derives the best DRB’s RRM and scheduling policy that can fulfil QoS requirements for all the traffic flows mapped to a DRB
Conclusion 4: It is proposed to use the F1: UE CONTEXT SETUP FAILURE when the full UE context cannot be setup at the gNB-DU
It is proposed to agree to the conclusions in this paper. A TP reflecting the proposals above is presented below.
6
TP to TS38.473
----------------------------------------------Here the Changes Start----------------------------------------------

8.3
UE Context Management procedures

The purpose of the UE Context management procedure is to establish and release the necessary UE Context over F1. C-RNTI is allocated by gNB-DU during this procedure when UE initially accesses to the gNB.
Editor’s Note: the naming of the UE Context Management procedures are FFS

8.3.1
UE Context Setup 

8.3.1.1
General
The purpose of the UE Context Setup procedure is to establish the necessary overall initial UE Context including SRB context, DRB context etc. The procedure uses UE-associated signalling.

8.3.1.2
Successful Operation


[image: image1.emf] 
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Figure 8.3.1.2-1: UE Context Setup Request procedure: Successful Operation.

The gNB-CU initiates the procedure by sending UE CONTEXT SETUP REQUEST message to the gNB-DU.

The UE CONTEXT SETUP REQUEST message shall contain within the DRBs to Be Setup List IE the information required by the gNB-DU to build the new DRB configuration consisting of at least one DRB and to derive the QoS configuration for each DRB. 
Upon receipt of the UE CONTEXT SETUP REQUEST message the gNB-DU shall

· attempt to execute the requested DRB and SRB configuration.

The gNB-DU reports the unsuccessful establishment of a DRB with an appropriate cause value in the Cause IE.

8.3.1.3
Unsuccessful Operation
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Figure 8.3.1.3-2: UE Context Setup Request procedure: unsuccessful Operation.

If the gNB-DU is not able to establish an F1 UE context, or cannot even establish one non-GBR bearer it shall consider the procedure as failed and reply with the UE CONTEXT SETUP FAILURE message.
8.3.1.4
Abnormal Conditions

Not applicable.

----------------------------------------------Here Comes the Second Change----------------------------------------------
9.2.2 
UE Context Management messages

9.2.2.1
UE CONTEXT SETUP REQUEST

This message is sent by the gNB-CU to request the setup of a UE context.
Direction: gNB-CU ( gNB-DU. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU UE F1AP ID
	M 
	
	9.3.1.4
	
	YES
	reject

	gNB-DU UE F1AP ID 
	O
	
	9.3.1.5
	
	FFS
	FFS

	C-RNTI (FFS)
	O
	
	FFS
	
	
	

	Target cell ID (FFS)
	FFS
	
	FFS
	
	FFS
	FFS

	SRB to Be Setup List
	
	
	
	
	
	

	>SRB to Be Setup Item IEs
	
	1 .. <maxnoofSRBs> [FFS]
	
	
	
	

	>SRB ID
	
	
	9.3.1.7
	
	
	

	DRB to Be Setup List
	
	1
	
	
	YES
	Reject

	>DRB to Be Setup Item IEs
	
	1 .. <maxnoofDRBs> [FFS]
	
	
	EACH
	Reject

	>>DRB ID
	M
	
	9.3.1.8
	
	-
	

	
	
	
	
	
	-
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	>>DRB to Traffic Flow Mapping
	
	1
	
	
	
	

	>>>Flows Mapped to DRB Item
	
	1 ..  <maxnoofFlows>
	
	
	
	

	>>>>QoS Flow Indicator
	M
	
	<reference>
	
	
	

	>>>>QoS Flow Level QoS Parameters
	M
	
	9.3.1.z
	
	
	

	>>E-UTRAN QoS
	O
	
	
	Used for EN-DC case to convey E-RAB Level QoS Parameters
	
	

	>> Tunnels to be setup List (FFS)
	
	1
	
	
	
	

	>>>Tunnels to Be Setup Item IEs
	
	1 .. <maxnoofULTunnels>
	
	
	
	

	>>>>UL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint

9.3.2.1
	gNB-CU endpoint of the F1 transport bearer. For delivery of UL PDUs.
	-
	-


Editor’s note: for intra-DU CA PDCP duplication, two F1-U tunnels can be set up to distinguish duplicated PDCP PDUs belonging to the same DRB. It is FFS whether multiple tunnels are needed or if a single tunnel is enough.
Editor’s Note: The presence of APID/CRNTI/SRB/DRB depends on if this message is used to set up the UE associated logical F1 connection. It is also FFS whether gNB-DU UE F1 AP ID will be included. The naming of the GTP tunnel endpoint is FFS. 
	Range bound
	Explanation

	maxnoofSRBs
	Maximum no. of SRB allowed towards one UE, the maximum value is FFS. 

	maxnoofDRBs
	Maximum no. of DRB allowed towards one UE, the maximum value is FFS. 

	<maxnoofULTunnels>
	Maximum no. of tunnels allowed towards one DRB, the maximum value is 2.


9.2.2.2
UE CONTEXT SETUP RESPONSE

This message is sent by the gNB-DU to confirm the setup of a UE context.
Direction: gNB-DU ( gNB-CU.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU UE F1AP ID
	M
	
	9.3.1.4
	
	YES
	reject

	gNB-DU UE F1AP ID
	M
	
	9.3.1.5
	
	YES
	reject

	Mobility Control Info (FFS)
	FFS
	
	FFS
	
	FFS
	FFS

	DRB Setup List
	
	1
	
	
	YES
	ignore

	>DRB Setup Item Iist
	
	1 .. <maxnoofDRBs>
	
	
	EACH
	ignore

	>>DRB ID
	M
	
	9.3.1.8
	
	-
	

	>> Tunnels to be setup List
	
	
	
	
	
	

	>>>Tunnels to Be Setup Item IEs
	
	1 .. <maxnoofDLTunnels>
	
	
	
	

	>>>>DL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint

9.3.2.1
	gNB-DU endpoint of the F1 transport bearer. For delivery of DL PDUs.
	
	

	Criticality Diagnostics
	O
	
	9.3.1.3
	
	YES
	ignore


Editor’s Note: The naming of the GTP tunnel endpoint is FFS. 

	Range bound
	Explanation

	maxnoofSRBs
	Maximum no. of SRB allowed towards one UE, the maximum value is FFS. 

	maxnoofDRBs
	Maximum no. of DRB allowed towards one UE, the maximum value is FFS. 

	maxnoofDLTunnels
	Maximum no. of tunnels allowed towards one DRB, the maximum value is 2.


9.2.2.3
UE CONTEXT SETUP FAILURE

This message is sent by the gNB-DU to indicate that the setup of the UE context was unsuccessful.
Direction: gNB-DU ( gNB-CU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU UE F1AP ID
	M
	
	9.3.1.4
	
	YES
	reject

	gNB-DU UE F1AP ID 
	M
	
	9.3.1.5
	
	YES
	reject

	Cause
	M
	
	9.3.1.2
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.3.1.3
	
	YES
	ignore


----------------------------------------------The Third Change----------------------------------------------
9.3.1.z QoS Flow Level QoS Parameters

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	5QI
	O
	
	INTEGER (0..255)
	5G QoS Indicator defined in TS 23.501 [9].

Logical range and coding specified in TS 23.501 [9].
Note: Coding is FFS. 
	-
	

	Allocation and Retention Priority
	M
	
	9.3.1.xx
	
	-
	

	Non-standardised QoS Flow descriptor
	O
	
	9.3.1.yy
	Note: Presence needs to be checked with latest stage 2 status.
	-
	

	GBR QoS Flow Information
	O
	
	9.3.1.x
	This IE applies to GBR bearers only and shall be ignored otherwise.
	-
	


9.3.1.x
GBR QoS Flow Information
This IE indicates the maximum and guaranteed bit rates of a GBR QoS flow for downlink and uplink.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Maximum Flow Bit Rate Downlink
	M
	
	Bit Rate

9.3.1.y
	Maximum Bit Rate in DL. Details in TS 23.501 [9].
	-
	-

	Maximum Flow Bit Rate Uplink
	M
	
	Bit Rate

9.3.1.y
	Maximum Bit Rate in UL. Details in TS 23.501 [9].
	-
	-

	Guaranteed Flow Bit Rate Downlink
	M
	
	Bit Rate

9.3.1.y
	Guaranteed Bit Rate (provided there is data to deliver) in DL. Details in TS 23.501 [9].
	-
	-

	Guaranteed Flow Bit Rate Uplink
	M
	
	Bit Rate

9.3.1.y
	Guaranteed Bit Rate (provided there is data to deliver). Details in TS 23.501 [9].
	-
	-


9.3.1.y
Bit Rate
This IE indicates the number of bits delivered by gNB-CU in DL or to gNB-CU in UL within a period of time, divided by the duration of the period. It is used, for example, to indicate the maximum or guaranteed bit rate for a GBR QoS flow, or an aggregated maximum bit rate.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Bit Rate
	M
	
	INTEGER (0.. 4,000,000,000,000,…)
	The unit is: bit/s


9.3.1.xx
Allocation and Retention Priority
This IE specifies the relative importance of a QoS flow compared to other QoS flows for allocation and retention of NG-RAN resources.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Allocation and Retention Priority
	
	
	
	

	>Priority Level
	M
	
	INTEGER(0..15)
	Desc.: This IE defines the relative importance of a resource request (see TS 23.501 [9]).

Usage: Values are ordered in decreasing order of priority, i.e., with 1 as the highest priority and 15 as the lowest priority. Value 0 shall be treated as a logical error if received. Further usage is defined in TS 23.501 [9].

	>Pre-emption Capability
	M
	
	ENUMERATED(shall not trigger pre-emption, may trigger pre-emption)
	Desc.: This IE indicates the pre-emption capability of the request on other QoS flows.
Usage: The QoS flow shall not pre-empt other QoS flows or, the QoS flow may pre-empt other QoS flows.

The Pre-emption Capability indicator applies to the allocation of resources for a QoS flow and as such it provides the trigger to the pre-emption procedures/processes of the NG-RAN node.

	>Pre-emption Vulnerability
	M
	
	ENUMERATED(not pre-emptable, pre-emptable)
	Desc.: This IE indicates the vulnerability of the QoS flow to pre-emption of other QoS flows.

Usage: The QoS flow shall not be pre-empted by other QoS flows or the QoS flow may be pre-empted by other QoS flows. The Pre-emption Vulnerability indicator applies for the entire duration of the QoS flow, unless modified and as such indicates whether the QoS flow is a target of the pre-emption procedures/processes of the NG-RAN node.


9.3.1.yy
Non-standardised QoS Flow Descriptor
This IE indicates the QoS parameters for a Non-standardised QoS flow for downlink and uplink.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Non-standardised QoS Flow Descriptor
	
	
	
	

	>Resource Type
	M
	
	ENUMERATED(GBR, Non-GBR)
	

	>Priority Level
	M
	
	<ref>
	For details see TS 23.501 [9].

	>Packet Delay Budget
	M
	
	<ref>
	For details see TS 23.501 [9].

	>Packet Error Rate
	M
	
	<ref>
	For details see TS 23.501 [9].

	>Averaging Window
	O
	
	<ref>
	For details see TS 23.501 [9].


