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Introduction

In TR 38.806 v0.2.0, there are some editing problems which need to be updated. For example, the numbering of all the figures needs to be aligned with each section and the clerical error need to be corrected. Additionally, the basic E1 interface functions also need to be added.

A TP for TR 38.806 is provided in Annex to reflect the above updates.

Annex:

Text Proposal for TR 38.806 V0.2.0

Start of Text Proposal for TR 38.806
5.2 Architecture  

The architecture is depicted in Figure 5.2-1.
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Figure 5.2-1. Overall RAN architecture with CU-CP and CU-UP separation. 
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5.4 E1 interface protocols and protocol structure 

Figure 5.4-1 shows the protocol structure for E1. The TNL is based on IP transport, comprising the SCTP on top of IP. The application layer signalling protocol is referred to as E1AP (E1 Application Protocol).
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Figure.5.4-1. Interface protocol structure for E1.
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6  CP-UP separation: scenarios and assessment results

The first objective of the SI is reported in the following [1].

“From TR 38.801, study the scenarios, the feasibility and the benefits of the separation of the CU-CP (control plane instance of PDCP/RRC protocols) and the CU-UP (the user plane instance of PDCP (and SDAP) protocols).”
In the following, we describe scenarios, benefits, and drawbacks.

6.1 Scenarios

Scenarios for the separation of CU-CP and CU-UP are described in the following. In this section, the DU, CU-CP and CU-UP represent logical entities, as defined in section 3.1. The “Distributed entity”, “Central UP entity” and “Central CP entity” represent entities which may be deployed at different physical sites. 
6.1.1 Scenario 1: CU-CP and CU-UP centralized

This scenario represents the basic case for CU-DU split with dedicated CU-CP and CU-UP parts which may be located in one common or separated central entities. The CU-CP is centralized to coordinate the operation of several DUs. The CU-UP is centralized to provide a central termination point for UP traffic in dual-connectivity (DC) configurations. An example of this scenario, is depicted in the Figure 6.1.1-1. 
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Figure 6.1.1-1: CU-CP and CU-UP centralized

6.1.2 Scenario 2: CU-CP distributed and CU-UP centralized

CU-CP is deployed in a distributed manner and co-located with the DU. The CU-CP supervises the operation of a single DU. The CU-UP is centralized to provide a central termination point for UP traffic in DC configurations. An example of this scenario, is depicted in the Figure 6.1.2-1. In this scenario, the latency of the control signalling toward the UE and F1-C signalling is reduced as the CU-CP is co-located with the DU.
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Figure 6.1.2-1: CU-CP distributed and CU-UP centralized

6.1.3 Scenario 3: CU-CP centralized and CU-UP distributed

CU-CP is centralized to coordinate the operation of several DUs. The CU-UP is distributed and co-located with a single DU. An example of this scenario, is depicted in the Figure 6.1.3-1.
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Figure 6.1.3-1: CU-CP centralize and CU-UP distributed
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7.x E1 interface functions and procedures

The following clauses describe the basic functions supported over the E1 interface.

7.x.1 Basic E1 functions
7.x.1.1 E1 interface management function 

The purpose of E1 interface management function is to set-up and manage an E1 interface between CU-CP and CU-UP. The E1 interface management function includes the following procedures:

E1 interface setup: this procedure is used to setup the E1 interface. It includes the exchange of the parameters needed for interface operation. The E1 setup is initiated by the CU-CP.

E1 interface configuration update: this procedure is used to update the E1 interface, including changes in the configuration parameters. The E1 interface configuration update is initiated by the CU-CP.

E1 interface reset: this procedure allows to reset the E1 interface. The E1 interface reset is initiated by the CU-CP.
E1 error indication: this procedure allows to report detected errors in one incoming message. The E1 interface error indication is initiated by either the CU-CP or the CU-UP.

The E1 interface management function is necessary for both the NSA and SA deployments.
7.x.1.2 Bearer management function
This function allows the CU-CP to manage the data radio bearers and the necessary UE context in the CU-UP, including the setup, modify, and release of the data radio bearers. How to achieve the QoS flow to DRB mapping needs further study. The bearer management functions includes the following procedures:

DRB setup: this procedure allows the CU-CP to setup DRB(s) in the CU-UP.

DRB modification: this procedure allows the CU-CP to modify DRB(s) in the CU-UP.

DRB release: this procedure allows the CU-CP to release DRB(s) in the CU-UP.

The Bearer management function is necessary for both NSA and SA deployments.

7.x.1.3 Load management function
This function allows the CU-CP to manage the load between different  CU-UPs. The load management functions includes the following procedures:

Load information report initiation: this procedure allows the CU-CP to initiate the load information report in the CU-UPs, including the configuration for the load information report in the CU-UPs.

Load information report: this procedure allows the CU-UP to report the load status to the CU-CP, which granularity is used for load report needs further study, e.g., including node-level load status, cell-level load status or UE-level load status.

The load management function is useful for both NSA and SA deployments.

7.x.1.4 Paging function
For the UE in inactive state, when new data arrives at the CU-UP, CU-UP will send a paging indication to CU-CP. Then CU-CP will trigger a RAN paging for the inactive UE. The paging function is necessary for SA deployment scenario only. 
7.x.1.5 Reflective QoS function
This function allows the CP and UP to synchronize the QoS related information included in the UE Context. The reflective QoS  function is applied to SA deployment scenario only. 
x.2 Basic E1 functions related to NSA

The basic E1 interface functions related to NSA are listed as follows:

	E1 interface management function

	Bearer management function

	Load management function


x.3 Basic E1 functions related to SA

The basic E1 interface functions related to SA are listed as follows:

	E1 interface management function

	Bearer management function

	Load management function

	Paging function

	Reflective QoS function
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