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1	Introduction
This contribution discusses enforcement of UE-AMBR in dual connectivity involving an NR node.
2	Discussion
In LTE DC, UE-AMBR enforcement is governed by the following principle captured in TS 36.300.
[bookmark: _Toc478012023]11.4.3	UE-AMBR for Dual Connectivity
In DC, the MeNB ensures that the UE-AMBR is not exceeded by:
1)	limiting the resources it allocates to the UE in MCG; and
2)	indicating to the SeNB a limit so that the SeNB can also in turn guarantee that this limit is not exceeded.
While this only concerns ensuring that UE-AMBR is not exceeded, there is another side to UE-AMBR: it reflects a data rate that the user has paid for. Also, TS 23.401 states:
Each UE in state EMM-REGISTERED is associated with the following bearer aggregate level QoS parameter:
-	per UE Aggregate Maximum Bit Rate (UE-AMBR).
The UE‑AMBR is limited by a subscription parameter stored in the HSS. The MME shall set the UE‑AMBR to the sum of the APN‑AMBR of all active APNs up to the value of the subscribed UE‑AMBR. The UE‑AMBR limits the aggregate bit rate that can be expected to be provided across all Non‑GBR bearers of a UE (e.g. excess traffic may get discarded by a rate shaping function). Each of those Non‑GBR bearers could potentially utilize the entire UE‑AMBR, e.g. when the other Non‑GBR bearers do not carry any traffic.
In the context of a UE configured with DC, it should be possible, for instance, for the entire UE-AMBR to be consumed first by a single SCG bearer, and then by a single MCG bearer.
Therefore, in addition to limiting the rate that the user gets, attention should be paid also to ensuring that a rate as close to the UE-AMBR as possible is provided to the user.
Observation 1:	UE-AMBR reflects a data rate that the user has paid for, thus, whenever possible, a data rate as close as possible to the UE-AMBR should be provided to the user.
If each of the Master Node and the Secondary Node only focus on ensuring that their respective, semi-static shares of the UE-AMBR are not exceeded, then factors such as UE inactivity periods specific to each node make it quite certain that the user will never get the actual UE-AMBR. For instance, during periods when the UE has no data flowing via one of the Master Node and the Secondary Node, then the node where the UE does have data flowing should not be applying only its own share of UE-AMBR as an upper rate limit, but the overall UE-AMBR.
Observation 2:	In dual connectivity, if each of the Master Node and the Secondary Node only focus on ensuring that their respective, semi-static shares of the UE-AMBR are not exceeded, then factors such as UE inactivity periods specific to each node make it quite certain that the user will never get the actual UE-AMBR.
Given Observations 1 and 2, we consider that in dual connectivity, the UE-AMBR limit shall ideally be common for the Master Node and the Secondary Node. It means that the information about the “used” throughput must be shared: either one of them, likely the Master, coordinates the momentary limit, while the other regularly informs on past throughput served to the UE; or they exchange the information on past throughput in both directions and calculate own allowances. This way, UE-AMBR will no longer be used only as an upper bound to the data rate provided to the UE, but can be used also as a lower bound.
Considering the two options above, the one with mutual exchange of throughput information likely offers better performance: instead of providing the throughput from one end and waiting for the updated throughput limit (at the best 2× X2 delay plus analysis at the MN), the limits are calculated in a distributed manner in each node.
Observation 3:	In ideal dual connectivity, the past throughput usage is exchanged between the Secondary Node and the Master Node and based on that each node calculates the momentary throughput limits for itself.
Currently, in LTE some parts of this approach are already present: the Master Node sets the AMBR limit to the Secondary Node and it may also update it if needed. However, there is no reporting of the used throughput in the Secondary Node. This makes the solution suboptimal.
The problem concerns equally the LTE DC and the drafted EN-DC and, logically, shall be corrected in both. However, as discussed above, the LTE solution is not wrong – it is just incomplete. Considering the tight deadlines for EN-DC, a reasonable way forward is to port the incomplete LTE solution to EN-DC and then, in future, to improve both.
Proposal:	It is proposed to port the existing LTE solution to the first version of the EN-DC. RAN3 shall consider completing it according to the above analysis later.
It is worth noting that the current X2AP BL CR already contains the UE-AMBR signalling ported from the LTE DC. Therefore, the only missing part is the 
3	Conclusion
In this paper, we have reviewed the purposes the UE-AMBR was created and how their consequences for the AMBR solution in DC connectivity. We’ve observed the LTE DC is incomplete. Nonetheless, considering the tight calendar, we propose to adopt the existing incomplete solution in EN-DC. Since stage-3 is already in place, the only missing part is stage-2. A TP porting the LTE stage-2 description to EN-DC draft specification is proposed below.
Text proposal
The changes below are proposed to be incorporated in the draft TS 37.340.
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[bookmark: _Toc486030582]X.1	UE-AMBR for EN-DC and MR-DC
In EN-DC and MR-DC, the MN ensures that the UE-AMBR is not exceeded by:
1)	limiting the resources it allocates to the UE in MCG (including the MCG part of the SCG split bearer); and
2)	indicating to the SN a limit so that the SN can also in turn guarantee that this limit is not exceeded.
For split bearers, the SN ignores the indicated downlink UE-AMBR. If the SN is not configured to serve the uplink for split bearers, the SN ignores the indicated uplink UE-AMBR.
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