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Introduction
At the previous RAN3 meeting three scenarios for the separation of the CU in a control plane part (CU-CP) and a user plane part (CU-UP) were agreed and captured in TR 38.806 v0.1.0 [1]. These scenarios are:
· Scenario 1: CU-CP and CU-UP centralized;
· Scenario 2: CU-CP distributed and CU-UP centralized;
· Scenario 3: CU-CP centralized and CU-UP distributed.
Some benefits for each scenario were identified, but it was concluded that more analysis is needed, taking into consideration also potential drawbacks. In this contribution, we discuss more benefits and drawbacks of each scenario. 
[bookmark: _Toc491772836]Discussion 
We first discuss benefits and drawbacks of the scenarios agreed at the previous meeting. 
Benefits and drawbacks
Scenario 1: CU-CP and CU-UP centralized 


· Agreed benefits from [1]: Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario allows to take maximum advantage of cloud technologies because both the CU-CP and CU-UP can be implemented in a virtualized environment.
· Additional proposed benefits: The centralized CU-UP offers a central termination point for the user plane traffic in case of dual/multi-connectivity configurations. It offers higher security because the centralized CU-CP and CU-UP can be placed in secure locations. Furthermore, it also offers higher security because the traffic between the centralized CU-UP and the DU is ciphered when transmitted over the transport network. 
· Proposed drawbacks: None.
Scenario 2: CU-CP distributed and CU-UP centralized


· Agreed benefits from [1]: This scenario allows to take advantage of cloud technologies while ensuring low latency for critical control plane procedures.
· Additional proposed benefits: The centralized CU-UP offers a central termination point for the user plane traffic in case of dual/multi-connectivity configurations. It may introduce an advantage in terms of security because the user traffic between CU-UP and DU is ciphered over the transport network. The distributed CU-CP ensures lower latency in the control signalling toward the UEs. 
· [bookmark: _Hlk494285458]Proposed drawbacks: This scenario offers potentially lower security with respect to the Scenario 1, since the CU-CP is co-located with the DU in a possibly less secure location. This scenario may introduce higher control plane latency compared to Scenario 1. The impact of the extra-latency depends on the distance between CU-CP, CU-UP and DU over the transport network and can be limited by a careful network design and opportune transport network infrastructure.
Scenario 3: CU-CP centralized and CU-UP distributed


· Agreed benefits from [1]: Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario also allows to take advantage of cloud technologies while ensuring low latency for user plane traffic, which is important for some applications (e.g., critical MTC).
· [bookmark: _Hlk494064231]Additional proposed benefits: Assuming that the centralized CU-CP is responsible of generating the control and user plane security keys, it offers potentially higher security as the CU-CP can be placed in a secure location. The distributed CU-UP can be used for local breakout and for offloading the transport and core networks. 
· Proposed drawbacks: This scenario offers potentially lower security with respect to the Scenario 1, since the CU-UP is co-located with the DU in a possibly less secure location. This scenario may introduce higher control plane latency compared to Scenario 1. The impact of the extra-latency depends on the distance between CU-CP, CU-UP and DU over the transport network and can be limited by a careful network design and opportune transport network infrastructure.
Proposal 1	RAN3 is kindly asked to agree with the proposed benefits and drawbacks for the scenarios for CP-UP split. 
Proposal 2	RAN3 is kindly asked to agree with the text proposal in Annex I.
Conclusion
In this contribution, we discussed scenarios and benefits for the CP-UP separation.
[bookmark: _In-sequence_SDU_delivery]Proposal 1	RAN3 is kindly asked to agree with the proposed benefits and drawbacks for the scenarios for CP-UP split. 
Proposal 2	RAN3 is kindly asked to agree with the text proposal in Annex I.
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Annex 1: TP for TR 38.806
Start of Text Proposal 1 for TR 38.806
5.2.1 Scenario 1
Benefits
Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario allows to take maximum advantage of cloud technologies because both the CU-CP and CU-UP can be implemented in a virtualized environment. The centralized CU-UP offers a central termination point for the user plane traffic in case of dual/multi-connectivity configurations. It offers higher security because the centralized CU-CP and CU-UP can be placed in secure locations. Furthermore, it also offers extra security because the traffic between the centralized CU-UP and the DU is ciphered when transmitted over the transport network.
Drawbacks
None.-

5.2.2 Scenario 2
Benefits
This scenario allows to take advantage of cloud technologies while ensuring low latency for critical control plane procedures. The centralized CU-UP offers a central termination point for the user plane traffic in case of dual/multi-connectivity configurations. It may introduce an advantage in terms of security because the user traffic between CU-UP and DU is ciphered over the transport network. The distributed CU-CP ensures lower latency in the control signalling toward the UEs.
Drawbacks
This scenario offers potentially lower security with respect to the Scenario 1, since the CU-CP is co-located with the DU in a possibly less secure location. This scenario may introduce higher control plane latency compared to Scenario 1. The impact of the extra-latency depends on the distance between CU-CP, CU-UP and DU over the transport network and can be limited by a careful network design and opportune transport network infrastructure.-

5.2.3 Scenario 3
Benefits
Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario also allows to take advantage of cloud technologies while ensuring low latency for user plane traffic, which is important for some applications (e.g., critical MTC). It offers potentially higher security as the CU-CP can be placed in a secure location. The distributed CU-UP can be used for local breakout and for offloading the transport and core networks.
Drawbacks
This scenario offers potentially lower security with respect to the Scenario 1, since the CU-UP is co-located with the DU in a possibly less secure location. This scenario may introduce higher control plane latency compared to Scenario 1. The impact of the extra-latency depends on the distance between CU-CP, CU-UP and DU over the transport network and can be limited by a careful network design and opportune transport network infrastructure. 

End of Text Proposal 1 for TR 38.806
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