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1
Introduction

This paper revisits the current status of discussions w.r.t. QoS flow to DRB mapping in various DC resource constellations. Special attention is also given to PDU Sessions for which 2 NG-U tunnels have been configured.

Draft TS 37.340 section 8.1 specifies the possibility that the QoS flows belonging to the same PDU session can be mapped to different bearer types (see subclause 4.2.2) and as a result there can be two different SDAP entities configured for the same PDU session: one for MCG and another one for SCG (for instance when one MCG bearer and one SCG bearer are used for two different QoS flows).

Section 8.3 in TS 37.340 is still written under the assumption that a single SDAP entity exists per PDU session. This needs to be corrected. Further, consequences for stage 3 are reviewed.
2
Discussion

2.1
Stage 2 aspects

Having the possibility to configure 2 SDAP entities requires specification of the entity to decide so. Naturally, the Master Node would have to take this decision. The foremost task of the MN would be to decide which QoS flows should be part of the DRBs for which PDCP entities are located at the Secondary Node. 

Proposal 1 The Master Node decides whether to configure 2 SDAP entities for a PDU Session and how to split the QoS flows among the SDAP entities.

Influence of the MN for deciding how to map QoS flows into DRBs in the SN should be rather avoided, as this could result in rather cumbersome negotiation mechanisms. It is therefore proposed that the node that owns the SDAP entity would also decide on its own how to perform the mapping.
Proposal 2 The NG-RAN node that hosts the SDAP decides how to map QoS flows into DRBs. Note that in case of HLS, the entity that actually decides the QoS flow to DRB mapping is the CU-CP.
Mapping of QoS flows for which the SDAP entity is hosted by the SN, requires QoS flow information to be provided by the MN. Further, in case the MN is offering Lower Layer Resources, the amount of assistance needs to be provided on a per PDU Session and, for GBR QoS flows, also on per QoS flow level.

In addition, a per UE AMBR split among non-GBR QoS flows between Master and Secondary node needs to be decided by the Master Node.

Proposal 3 If the SDAP entity resides in the SN, the MN decides whether and how to split QoS requirements between the MN and the SN by indicating a per UE and per PDU Session AMBR split. 
Proposal 4 If the SDAP entity resides in the SN, for GBR QoS flows, the MN decides whether and suggest how to split QoS requirements on a per QoS flow level.
2.2
Stage 3 aspects

2.2.1
NG-C
If two NG-U tunnels shall be setup, it is necessary to configure the SMF/UPF that handles the PDU Session how to split traffic between MN and SN. The information which QoS flows the MN has decided to be handled by the SN needs to be provided to the 5GC. 
Such information would also need to be provided at any change of the decision how to split QoS flows between SDAP entities in MN and SN. Messages where such information is required to be given is at PDU Session, UE Context and HO related signalling.
Proposal 5 Inform the 5GC in appropriate NGAP messages information how QoS flows for a PDU Session are split among MN and SN.
One detail needs to be looked at though. Split NG-U tunnel means to establish 2 distinguishable GTP tunnels. “Distinguishable” means to follow TS 29.281, section 4.3.0

The TEID in the GTP-U header is used to de-multiplex traffic incoming from remote tunnel endpoints so that it is delivered to the User plane entities in a way that allows multiplexing of different users, different packet protocols and different QoS levels. Therefore no two remote GTP-U endpoints shall send traffic to a GTP-U protocol entity using the same TEID value except for data forwarding as part of mobility procedures.
The 5GC therefore would need to provide two UL GTP-U TEIDs for those PDU Sessions, for which per PDU Session NG-U splitting shall be allowed. If the 5GC would not provide 2 TEIDs, an additional signalling would need to go up to the RAN (and internally to the SN) to provide a second UL TEID, which should be rather avoided.

Proposal 6 NGAP shall foresee to provide the NG-RAN with 2 GTP-U TEIDs for those PDU Sessions for which NG-U splitting should be supported. The final decision would still be made by the MN in the NG-RAN.

2.2.2
Xn-C

The MN deciding that a SN shall configure a SDAP entity would need to provide the UPF’s UL TEID to the SN. This is already part of the current draft Xn-C. In case the MN has received 2 UL UPF TEIDs in choses one of them.
Further, the MN would need to decide which flows are assigned to the SDAP entity in the SN. This is not yet part of XnAP, which currently rather assumes a single NG-U tunnel, the IE that would correspond to this information is currently indicating for the SCG split bearer the PDU session Level QoS parameters as received on NG-AMF for the PDU session. For the SCG bearer, XnAP is not very descriptive yet, which should be corrected.
Proposal 7 XnAP shall support providing PDU Session and QoS flow level information to the SN to reflect the QoS flows assigned to the SDAP hosted by the SN.

If the MN decides to offer MCG resources to the SN for handling of flows assigned to the SDAP entities hosted by the SN, it would need to provide for GBR QoS flows a per-QoS flow information as the SN would first have to decide on the mapping of the QoS flows to DRBs. The SN may then indicate how much of the offered MCG resources are actually needed.
Proposal 8 If the SDAP is hosted in the SN, the MN may provide the share it is willing to take with MCG resources for the overall QoS required on a per QoS flow level. This needs more details provided in XnAP.

As it is the node that hosts SDAP that decides the QoS flow to DRB mapping, in case of SN terminated DRBs, the SN would inform the MN, if applicable, of the mapping decision. Only then, the Xn-U tunnels can be established. As flow control happens on Xn-U on a per DRB basis, a single GTP-U tunnel cannot transport more than one DRB.

Proposal 9 Xn-U tunnel shall be established on a per DRB basis.

Establishing Xn-U tunnels for DRBs with PDCP hosted in the SN for which MCG resources are configured requires either an additional step after the Addition/Modification procedure for providing the MN located TEIDs to the SN or the pre-allocation of TEIDs at the MN when triggering the Addition/Modification procedure. The latter approach is possible, but probably not a very clean approach. 
Proposal 10 Establishment of Xn-U tunnels for SN terminated DRBs with MCG resources configured require an additional Xn-C step to provide TEIDs allocated at the MN to the SN after finalising the Addition/Modification procedure.

3
Conclusion
We have discussed open topics for QoS handling and QoS flow to DRB mapping for DC in NG-RAN. The discussion results in the following detailed proposals:
Proposal 1
The Master Node decides whether to configure 2 SDAP entities for a PDU Session and how to split the QoS flows among the SDAP entities.
Proposal 2
The NG-RAN node that hosts the SDAP decides how to map QoS flows into DRBs. Note that in case of HLS, the entity that actually decides the QoS flow to DRB mapping is the CU-CP.
Proposal 3
If the SDAP entity resides in the SN, the MN decides whether and how to split QoS requirements between the MN and the SN by indicating a per UE and per PDU Session AMBR split.
Proposal 4
If the SDAP entity resides in the SN, for GBR QoS flows, the MN decides whether and suggest how to split QoS requirements on a per QoS flow level.
Proposal 5
Inform the 5GC in appropriate NGAP messages information how QoS flows for a PDU Session are split among MN and SN.
Proposal 6
NGAP shall foresee to provide the NG-RAN with 2 GTP-U TEIDs for those PDU Sessions for which NG-U splitting should be supported. The final decision would still be made by the MN in the NG-RAN.
Proposal 7
XnAP shall support providing PDU Session and QoS flow level information to the SN to reflect the QoS flows assigned to the SDAP hosted by the SN.
Proposal 8
If the SDAP is hosted in the SN, the MN may provide the share it is willing to take with MCG resources for the overall QoS required on a per QoS flow level. This needs more details provided in XnAP.
Proposal 9
Xn-U tunnel shall be established on a per DRB basis.
Proposal 10
Establishment of Xn-U tunnels for SN terminated DRBs with MCG resources configured require an additional Xn-C step to provide TEIDs allocated at the MN to the SN after finalising the Addition/Modification procedure.


Stage 2 aspects of this proposals are covered in a TP within this paper, which is proposed to be agreed.

Stage 3 aspects are covered in R3-173953 for NGAP and R3-173954 for XnAP, which are proposed to be agreed as well.
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<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>

8.1
QoS aspects
Editor’s note: Only DC specific aspects are covered here. Other Stage 2 QoS related aspects are described in TS 36.300 and TS 38.300.

In EN-DC, the E-UTRAN QoS framework defined in TS 36.300 [2] applies:

-
E-RAB (and concerning S1-U bearer) is established between the EPC and the gNB for SCG bearers and SCG split bearers.
-
X2-U is established between the eNB and the gNB for MCG split bearers and SCG split bearers.
-
DRB is established between the gNB and the UE for SCG bearers, MCG split bearers and SCG split bearers.

In MR-DC with 5GC, 
-
the NG-RAN QoS framework defined in TS 38.300 [3] applies.

-
QoS flows belonging to the same PDU session may be mapped to different bearer types (see subclause 4.2.2) and as a result there may be two different SDAP entities configured for the same PDU session: one at the MN and another one at the SN, in which case the MN decides which QoS flows are assigned to the SDAP entity in the SN.
-
The node that hosts an SDAP entity decides how to map QoS flows to DRBs.

-
If the SDAP entity is hosted by the MN and the MN decides that SCG resources are to be configured it provides QoS flow to DRB mapping information and the respective per QoS flow information to the SN. 
-
If the SDAP entity is hosted by the SN, the MN provides sufficient QoS related information to enable the SN to configure appropriate SCG resources and to request the configuration of appropriate MCG resources. The MN may offer MCG resources to the SN and may indicate for GBR QoS flows the amount offered to the SN on a per QoS flow level. The MN shall also indicate per UE and per PDU session AMBR limits to be respected by the SN.
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

8.3
Bearer type selection
In EN-DC, for each radio bearer the MeNB decides the location of the PDCP entity and whether the bearer is split or not.


In MR-DC with 5GC, the following principles apply:

-
The MN decides per PDU session the location of the SDAP entity, i.e. whether it shall be hosted by the MN or the SN or by both.
-
If the MN decides to host a SDAP entity it decides whether SCG or MCG resources or both are to be configured. 
-
If the MN decides that SDAP entity shall be hosted in the SN, it decides whether MCG resources may be configured and provides respective information to the SN.












<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

10.2.2
MR-DC with 5GC
Editor’s note: details of the RRC signalling are FFS and pending RAN2 agreement. Details of the Xn procedures are FFS and pending RAN3 agreement.

The Secondary Node (SN) Addition procedure is initiated by the MN and is used to establish a UE context at the SN in order to provide radio resources from the SN to the UE. This procedure is used to add at least the initial SCG serving cell (PSCell) of the SCG. Figure 10.2.2-1 shows the SN Addition procedure.




Figure 10.2.2-1: SN Addition procedure
Editor’s note: The figure above might need revision, e.g. align to the actual Xn and RRC message and IE names.

2017 The MN decides to request the target SN to allocate radio resources for one or more specific PDU Sessions/QoS Flows, indicating QoS Flows characteristics (QoS Flow Level QoS parameters, PDU session level TNL address information). In addition, MN indicates the requested SCG configuration information, including the entire UE capabilities and the UE capability coordination result. The MN provides the latest measurement results for SN to choose and configure the SCG cell(s). The MN may request the SN to allocate radio resources for MCG split SRB operation. Addition of SRB3 is decided by the SN. For MCG split bearer, MN needs to provide Xn UL TNL address information, and for SCG split bearer, MN needs to provide Xn DL TNL address information. The SN may reject the request.

Editor’s note: It is FFS how the MN requests SN to allocate PDU sessions and QoS flows and the details of the QoS Flows characteristics.

NOTE:
In contrast to SCG bearer, for the MCG split bearer option the MN may either decide to request resources from the SN of such an amount, that the QoS for the respective QoS Flow is guaranteed by the exact sum of resources provided by the MN and the SN together, or even more. The MN decision may be reflected in step 1 by the QoS Flow parameters signalled to the SN, which may differ from QoS Flow parameters received over NG. 
Editor’s note: FFS how the QoS Flow parameters signalled to the SN may differ from QoS Flow parameters received over NG.
NOTE:
For a specific QoS flow, the MN may request the direct establishment of SCG and/or MCG/SCG split bearers, i.e. without first having to establish MCG bearers.
2.
If the RRM entity in the SN is able to admit the resource request, it allocates respective radio resources and, dependent on the bearer type options, respective transport network resources. The SN triggers UE Random Access so that synchronisation of the SN radio resource configuration can be performed. The SN decides for the Pscell and other SCG Scells and provides the new SCG radio resource configuration to the MN in the SN Addition Request Acknowledge message containing a SN RRC configuration message. For SCG bearers and SCG split bearers, the SN provides the new radio resource of the SCG together with NG DL TNL address information for the respective PDU Session and security algorithm, for MCG split bearers together with Xn DL TNL address information. For SCG split bearers the SN provides also Xn UL TNL address information.
NOTE:
In case of MCG split bearers, transmission of user plane data may take place after step 2.
Editor’s note: FFS whether UP data may take place after step 2 for SCG split bearer.

NOTE:
In case of SCG bearers and SCG split bearers, data forwarding and the SN Status Transfer may take place after step 2.
2a.
If the MN needs to complete the setup of Xn-U transport resources towards the SN it sends the SN AddModify Complete message to the SN.
3.
The MN sends the MN RRC reconfiguration message to the UE including the SN RRC configuration message, without modifying it.
4.
The UE applies the new configuration and replies to MN with MN RRC reconfiguration complete message, including a SN RRC response message for SN. In case the UE is unable to comply with (part of) the configuration included in the MN RRC reconfiguration message, it performs the reconfiguration failure procedure.

5.
The MN informs the SN that the UE has completed the reconfiguration procedure successfully via SN Reconfiguration Complete message, including the encoded SN RRC response message.
6.
The UE performs synchronisation towards the PSCell configured by the SN. The order the UE sends the MN RRC reconfiguration complete message and performs the Random Access procedure towards the SCG is not defined. The successful RA procedure towards the SCG is not required for a successful completion of the RRC Connection Reconfiguration procedure.

7/8.
In case of SCG bearers and SCG split bearers, and dependent on the bearer characteristics of the respective QoS Flows, the MN may take actions to minimise service interruption due to activation of MR-DC (Data forwarding, SN Status Transfer).

9-12.
For SCG bearers and SCG split bearers, the update of the UP path towards the 5GC is performed via PDU Session Path Update procedure.
Editor’s note: The exact procedure of Path Switch for PDU sessions is FFS.

<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

10.3.2
MR-DC with 5GC

Editor’s note: details of the RRC signalling are FFS and pending RAN2 agreement. Details of the Xn procedures are FFS and pending RAN3 agreement.

The SN Modification procedure may be initiated either by the MN or by the SN and be used to modify, establish or release PDU session/QoS Flow contexts, to transfer PDU session/QoS Flow contexts to and from the SN or to modify other properties of the UE context within the same SN.
The SN modification procedure does not necessarily need to involve signalling towards the UE.

MN initiated SN Modification
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Figure 10.3.2-1: SN Modification procedure – MN initiated 
Editor’s note: The figure above might need revision, e.g. align to the actual Xn and RRC message and IE names.

The MN uses the procedure to initiate configuration changes of the SCG within the same SN, including addition, modification or release PDU session/QoS Flows mapped onto SCG bearer(s), SCG split bearer(s) and MCG split bearer(s). MN may not use the procedure to initiate the addition, modification or release of SCG Scells. The SN may reject the request, except if it concerns the release of PDU session/QoS flow. Figure 10.3.2-1 shows an example signalling flow for a MN initiated SN Modification procedure.

Editor’s note: It is FFS whether the MN can initiate the addition/modification/release of DRB in SN side.

Editor’s note: It is FFS how the PDU sessions and QoS flows are mapped to bearers, and whether SN can reject some requests related to release of those.
2017 The MN sends the SN Modification Request message, which may contain PDU session/QoS Flow context related or other UE context related information, data forwarding address information (if applicable) and the requested SCG configuration information, including the UE capabilities coordination result to be used as basis for the reconfiguration by the SN. In case of SCG Change, SCG Change Indication is included.

NOTE:
MN may request the establishment or release of SCG or MCG Split or SCG split bearer while not reconfiguration to MCG bearer, which can be performed without SCG change.

2.
The SN responds with the SN Modification Request Acknowledge message, which may contain new SCG radio configuration information within a SN RRC configuration message, and data forwarding address information (if applicable).
Editor’s note: It is FFS whether the SN may initiate a SCG Change in step 2.

2a.
If the MN needs to complete the setup of Xn-U transport resources towards the SN it sends the SN AddModify Complete message to the SN.
¾.
The MN initiates the RRC connection reconfiguration procedure, including SN RRC configuration message. The UE applies the new configuration and replies with MN RRC reconfiguration complete message, including a SN RRC response message. In case the UE is unable to comply with (part of) the configuration included in the MN RRC reconfiguration message, it performs the reconfiguration failure procedure.

5.
Upon successful completion of the reconfiguration, the success of the procedure is indicated in the SN Reconfiguration Complete message.
6.
If instructed, the UE performs synchronisation towards the PSCell of the SN as described in SN addition procedure. Otherwise, the UE may perform UL transmission after having applied the new configuration.

7/8.
If applicable, data forwarding between MN and the SN takes place (Figure 10.3.2-1 depicts the case where a PDU session/QoS Flow context is transferred from the MN to the SN).

9.
If applicable, a PDU Session path update procedure is performed.

Editor’s note: The exact procedure of Path Switch for PDU sessions is FFS.

<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

10.5.2
MR-DC with 5GC

Editor’s note: details of the RRC signalling are FFS and pending RAN2 agreement. Details of the Xn procedures are FFS and pending RAN3 agreement.

MN initiated SN Change

The MN initiated SN change procedure is used to transfer a UE context from the source SN to a target SN and to change the SCG configuration in UE from one SN to another.

The Change of Secondary Node procedure always involves signalling over MCG SRB towards the UE.
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Figure 10.5.2-1: SN change procedure – MN initiated [Note: step 2a needs to be added in the Figure]
Editor’s note: The figure above might need revision, e.g. align to the actual Xn and RRC message and IE names.

Figure 10.5-3 shows an example signalling flow for the SN Change initiated by the MN:

½.
The MN initiates the SN change by requesting the target SN to allocate resources for the UE by means of the SN Addition procedure. The MN may include measurement results related to the target SN. If data forwarding is needed, the target SN provides data forwarding addresses to the MN.

2a.
If the MN needs to complete the setup of Xn-U transport resources towards the SN it sends the SN AddModify Complete message to the SN.
3.
If the allocation of target SN resources was successful, the MN initiates the release of the source SN resources. If data forwarding is needed the MN provides data forwarding addresses to the source SN. Either direct data forwarding or indirect data forwarding is used for SCG bearers. Only indirect data forwarding is used for MCG Split bearers. Reception of the SN Release Request message triggers the source SN to stop providing user data to the UE and, if applicable, to start data forwarding.

Editor’s note: Data forwarding for SCG split bearer is FFS.

4/5.
The MN triggers the UE to apply the new configuration. The MN indicates the new configuration to the UE in the MN RRC reconfiguration message including the target SN RRC configuration message. The UE applies the new configuration and sends the MN RRC reconfiguration complete message, including the encoded SN RRC response message for the target SN. In case the UE is unable to comply with (part of) the configuration included in the MN RRC reconfiguration message, it performs the reconfiguration failure procedure.

6.
If the RRC connection reconfiguration procedure was successful, the MN informs the target SN via SN Reconfiguration Complete message with the encoded SN RRC message for the target SN.

7.
The UE synchronizes to the target SN.

8/9.
If applicable, data forwarding from the source SN takes place. It may be initiated as early as the source SN receives the SN Release Request message from the MN.

10-14.
If one of the PDU session/QoS Flow was configured with the SCG or SCG split bearer option at the source SN, PDU Session path update procedure is triggered by the MN.

Editor’s note: The exact procedure of Path Switch for PDU sessions is FFS.

15.
Upon reception of the UE Context Release message, the source SN can release radio and C-plane related resource associated to the UE context. Any ongoing data forwarding may continue
SN initiated SN Change

The MN initiated SN change procedure is used to transfer a UE context from the source SN to a target SN and to change the SCG configuration in UE from one SN to another.

Editor’s note: It is FFS whether this procedure is applicable for NE-DC.
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Figure 10.5.2-1: SN change procedure – SN initiated
Editor’s note: The figure above might need revision, e.g. align to the actual Xn and RRC message and IE names.

Figure 10.5.2-1 shows an example signalling flow for the SN Change initiated by the SN:

2017 The source SN initiates the SN change procedure by sending the SN Change Required message, which contains a candidate target cell or target node ID and may include measurement results related to the target SN.

Editor’s note: FFS whether cell list can be indicated in step 1.

2/3/3a.The MN requests the target SN to allocate resources for the UE by means of the SN Addition procedure, including the measurement results related to the target SN received by the source SN. If data forwarding is needed, the target SN provides data forwarding addresses to the MN. If the MN needs to complete the setup of Xn-U transport resources towards the SN it sends the SN AddModify Complete message to the SN.
4/5.
The MN triggers the UE to apply the new configuration. The MN indicates the new configuration to the UE in the MN RRC reconfiguration message including the SN RRC configuration message generated by the target SN. The UE applies the new configuration and sends the MN RRC reconfiguration complete message, including the encoded SN RRC response message for the target SN. In case the UE is unable to comply with (part of) the configuration included in the MN RRC reconfiguration message, it performs the reconfiguration failure procedure.

6.
If the allocation of target SN resources was successful, the MN confirms the release of the source SN. If data forwarding is needed the MN provides data forwarding addresses to the source SN. Either direct data forwarding or indirect data forwarding is used for SCG bearers and SCG split bearers. Only indirect data forwarding is used for MCG Split bearers. Reception of the SN Change Confirm message triggers the source SN to stop providing user data to the UE and, if applicable, to start data forwarding.
7.
If the RRC connection reconfiguration procedure was successful, the MN informs the target SN via SN Reconfiguration Complete message with the encoded SN RRC response message for the target SN. 
8.
The UE synchronizes to the target SN.

9/10.
If applicable, data forwarding from the source SN takes place. It may be initiated as early as the source SN receives the SN Change Confirm message from the MN.

11-15.
If one of the bearer contexts was configured with the SCG bearer option or SCG split bearer option at the source SN, PDU Session path update procedure is triggered by the MN.

Editor’s note: The exact procedure of Path Switch for PDU sessions is FFS.

16.
Upon reception of the UE Context Release message, the source SN can release radio and C-plane related resource associated to the UE context. Any ongoing data forwarding may continue.
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

10.7.2
MR-DC with 5GC

Editor’s note: details of the RRC signalling are FFS and pending RAN2 agreement. Details of the Xn procedures are FFS and pending RAN3 agreement.

Inter-MN handover without SN change is used to transfer UE context data from a source MN to a target MN while the UE context at the SN is kept. 
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Figure 10.7.2-1: Inter-MN handover without SN change procedure [Note: step 3a needs to be added in the Figure]
Editor’s note: The figure above might need revision, e.g. align to the actual Xn and RRC message and IE names.

Figure 10.7.2-1 shows an example 
ignalling flow for inter-MN handover without SN change:

2017 The source MN starts the handover procedure by initiating the Xn Handover Preparation procedure. The source MN includes the source SN UE XnAP ID and SN ID as a reference to the UE context in the SN that was established by the source MN in the Handover Request message.

Editor’s note: FFS whether the source MN includes the SCG configuration in the HandoverPreparationInformation.

2.
If the target MN decides to keep the source SN, the target MN sends SN Addition Request to the SN including the SN UE XnAP ID as a reference to the UE context in the SN that was established by the source MN.

3.
The SN replies with SN Addition Request Acknowledge.

3a.
If the MN needs to complete the setup of Xn-U transport resources towards the SN it sends the SN AddModify Complete message to the SN.

4.
The target MN includes within the Handover Request Acknowledge message a transparent container to be sent to the UE as an RRC message to perform the handover, and may also provide forwarding addresses to the source MN. The target MN indicates to the source MN that the UE context in the SN is kept if the target MN and the SN decided to keep the UE context in the SN in step 2 and step 3.

5.
The source MN sends SN Release Request message to the SN. The source MN indicates to the SN that the UE context in SN is kept. If the indication as the UE context kept in SN is included, the SN keeps the UE context..

6.
The source MN triggers the UE to perform handover and apply the new configuration.
7/8.
The UE synchronizes to the target MN and replies with MN RRC reconfiguration complete message.

9.
The UE synchronizes to the SN.

10.
If the RRC connection reconfiguration procedure was successful, the target MN informs the SN via SN Reconfiguration Complete message.

11/12.
Data forwarding from the source MN takes place. Data forwarding may be omitted for SCG bearers and SCG split bearers. Direct data forwarding from the source MN to the SN is not possible for MCG split bearers.

NOTE:
Direct data forwarding may occur only for bearer type change.

13-16.
The target MN initiates the PDU Session Path Switch procedure.

NOTE:
If new UL TEIDs of the UPF for SN are included, the target MN performs MN initiated SN Modification procedure to provide them to the SN.

Editor’s note: The exact procedure of Path Switch for PDU sessions and whether UL TEIDs are included is FFS.

17.
The target MN initiates the UE Context Release procedure towards the source MN.

18.
Upon reception of the UE Context Release message from source MN, the SN can release C-plane related resource associated to the UE context towards the source MN. Any ongoing data forwarding may continue. The SN shall not release the UE context associated with the target MN if the indication was included in the SN Release Request message in step 5.
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>
10.9.2
MR-DC with 5GC

Editor’s note: details of the RRC signalling are FFS and pending RAN2 agreement. Details of the Xn procedures are FFS and pending RAN3 agreement.

The ng-eNB/gNB to MN change procedure is used to transfer UE context data from a source ng-eNB/gNB to a target MN that adds an SN during the handover.
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Figure 10.9.2-1: ng-eNB/gNB to MN change procedure
Editor’s note: The figure above might need revision, e.g. align to the actual Xn and RRC message and IE names.

Figure 10.9.2-1 shows an example 
ignalling flow for ng-eNB/gNB to MN change:

1.
The source ng-eNB/gNB starts the handover procedure by initiating the Xn Handover Preparation procedure.

2.
The target MN sends SN Addition Request to the target SN.

3.
The target SN replies with SN Addition Request Acknowledge. If data forwarding is needed, the target SN provides forwarding addresses to the target MN.

3a.
If the MN needs to complete the setup of Xn-U transport resources towards the SN it sends the SN AddModify Complete message to the SN.

4.
The target MN includes within the Handover Request Acknowledge message a transparent container to be sent to the UE as an MN RRC message including a SN RRC configuration message which also includes the SCG configuration, to perform the handover, and may also provide forwarding addresses to the source ng-eNB/gNB. Either direct data forwarding or indirect data forwarding is used for SCG bearer. Only indirect data forwarding is used for MCG split bearer.

Editor’s note: FFS whether direct data forwarding or indirect data forwarding is used for SCG split bearer.

5.
The source ng-eNB/gNB triggers the UE to perform handover and apply the new configuration.

6/7.
The UE synchronizes to the target MN and replies with MN RRC reconfiguration complete message.

8.
The UE synchronizes to the target SN .

9.
If the RRC connection reconfiguration procedure was successful, the target MN informs the target SN via SN Reconfiguration Complete message.

10/11.
Data forwarding from the source ng-eNB/gNB takes place.

12-15.
The target MN initiates the PDU Session Path Switch procedure.

Editor’s note: The exact procedure of Path Switch for PDU sessions and whether UL TEIDs are included is FFS

NOTE:
If new UL TEIDs of the UPF are included, the target MN performs MN initiated SN Modification procedure to provide them to the target SN.

16.
The target MN initiates the UE Context Release procedure towards the source ng-eNb/gNB.
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
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