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Discussion and Decision
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Introduction

RAN2 have agreed to support packet duplication at PDCP layer for the support of URLLC and robust handover. For PDCP duplication, this contribution discusses enhancements in X2-UP for Dual Connectivity downlink and uplink directions, respectively. The suggested changes are also applicable to Xn interface and to F1 interface between gNB-CU and gNB-DU with appropriate adaptations.
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Discussion

2.1
Enhancement motive for PDCP duplication

The main reason to duplicate PDCP PDUs is to increase the reliability of the PDCP PDU delivery between the peer PDCP entities. Between the transmitting PDCP entity and the receiving PDCP entity, a PDCP PDU is allowed to be transmitted over multiple legs or paths.

Observation 1: PDCP duplication is designed for robustness by transmitting the same PDCP PDUs over multiple legs or paths.
Although a by-product of PDCP duplication is a possible double reception of the same PDU, in fact, the packet duplication does not get more benefit even if the same packet is doubly received over multiple legs or paths. It is sufficient as long as the packet is successfully delivered once. Therefore, as long as the packet is confirmed to be successfully delivered via one leg, a delivery via another leg becomes unnecessary.

Observation 2: PDCP duplication does not get more benefit even if the same PDCP PDU is doubly received over multiple legs.

Moreover, such double reception (if not avoided for already delivered PDCP PDUs) may devour precious resources, considering the high NR data rate. It is indeed critical to consider a mechanism to stop redundant transmission of a successfully delivered PDCP PDU.

Observation 3: If double reception is not avoided for already delivered PDCP PDUs, such redundant delivery may devour precious resources considering high data rate in NR. 

Proposal 1: For PDCP duplication, RAN3 to support a mechanism to stop unnecessary delivery of already delivered PDCP PDUs.
2.2
Consideration from Specification aspects

From the specification point of view, there can be many ways to stop unnecessary/redundant delivery of already delivered PDCP PDUs. To see what is actually required, we have analysed in the following subsections by considering DL and UL directions, respectively.
For the ease of expositions, we will say “anchor node” which hosts the PDCP entity (i.e., eNB in case of MCG split bearer and gNB in case of SCG split bearer in EN-DC) and say the other node as “corresponding node”.
2.2.1
PDCP duplication for DL

For the downlink direction, the current X2-UP specification [1] supports the corresponding node to send the DL DATA DELIVERY STATUS report toward the anchor node, which includes the “Highest successfully delivered PDCP SN” in the corresponding node side. From this information, the anchor node can easily prevent unnecessary/redundant delivery toward the UE without any additional specification efforts.

However, the notification in the other direction cannot be supported from the current specification. As a result, the anchor node needs to inform the corresponding node of the “Highest successfully delivered PDCP SN” on its side (directly from the anchor node toward the UE) so that the corresponding node can discard the buffered PDCP PDUs up to that SN (if any) to avoid unnecessary/redundant delivery toward the UE. 

Proposal 2: For DL PDCP duplication, anchor node (a node hosting the PDCP entity) to notify “Highest successfully delivered PDCP SN” to corresponding node to avoid unnecessary transmissions toward UE over air interface.

2.2.2
PDCP duplication for UL

For the uplink direction, the same principle can be applied to save resources but over X2 interface rather than air interface. The corresponding node does not have to transfer the successfully received PDCP PDUs from the UE over X2 interface toward the anchor node, if they were already confirmed to be successfully received by the anchor node. To stop such redundant/unnecessary transfer over X2 interface, the anchor node can inform the corresponding node of the “Highest successfully received PDCP SN” on its side (directly from the UE toward the anchor node).
Proposal 3: For UL PDCP duplication, anchor node (a node hosting the PDCP entity) to notify “Highest successfully received PDCP SN” to corresponding node to avoid unnecessary transfers toward anchor node over X2 interface.

2.2.3
DL USER DATA format

From the above analysis, we can know that what needs to be done is to deliver such Highest PDCP SN information from the anchor node to the corresponding node.

There can be several ways to achieve this purpose and we are in general open for any enhancements (e.g. define new message as in [2]) to deliver such PDCP SN notifications for the direction from the anchor node to the corresponding node.

Among the most, we propose to enhance DL USER DATA formats in [1] to support such notifications. Although the main intention of DL USER DATA is to detect lost X2-U packets, we believe that enhancing DL USER DATA would be an efficient solution for PDCP duplication, because

-
DL USER DATA is already defined in the direction from the anchor node to the corresponding node, thus specification efforts can be minimized.
-
Such PDCP SN info seems not needed to be frequently notified, and the size of the info is no burden from the X2 interface perspective, which are suitable to be provided by optional presence in DL USER DATA.
Proposal 4: For PDCP duplication, RAN3 to enhance DL USER DATA formats to support Highest PDCP SN notifications (for both DL and UL) from anchor node to corresponding node. FFS on other enhancements. 
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Conclusions and proposals

Based on the discussion above we propose the following observations and proposals:
Enhancement motive for PDCP duplication:
Observation 1: PDCP duplication is designed for robustness by transmitting the same PDCP PDUs over multiple legs or paths.
Observation 2: PDCP duplication does not get more benefit even if the same PDCP PDU is doubly received over multiple legs.

Observation 3: If double reception is not avoided for already delivered PDCP PDUs, such redundant delivery may devour precious resources considering high data rate in NR. 

Proposal 1: For PDCP duplication, RAN3 to support a mechanism to stop unnecessary delivery of already delivered PDCP PDUs.
Specification aspects:
Proposal 2: For DL PDCP duplication, anchor node (a node hosting the PDCP entity) to notify “Highest successfully delivered PDCP SN” to corresponding node to avoid unnecessary transmissions toward UE over air interface.

Proposal 3: For UL PDCP duplication, anchor node (a node hosting the PDCP entity) to notify “Highest successfully received PDCP SN” to corresponding node to avoid unnecessary transfers toward anchor node over X2 interface.

Proposal 4: For PDCP duplication, RAN3 to enhance DL USER DATA formats to support Highest PDCP SN notifications (for both DL and UL) from anchor node to corresponding node. FFS on other enhancements. 
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