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1. Introduction
For a DRB/SRB, its PDCP and RLC may be distributed in two different nodes, e.g.

· MN-SN in DC, including MR-DC and intra-RAT DC

· CU-DU, in high layer split option.

In addition to data transmission, the user plane needs to support flow control. This paper analyses the parameters and mechanisms to support flow control of F1, X2 and Xn interface. 
2.  Flow control 
In F1/X2/Xn, flow control controls the PDCP to RLC packet delivery speed. From network node perspective, it is flow control. But, from protocol stack perspective, it can be seen as congestion control. For split bearer, flow control can also be used for link selection.

Observation 1: Flow control includes two functions: PDCP to RLC congestion control, per packet link selection for split bearer.

2.1   Congestion Control

Congestion control controls the rate of PDCP to RLC DL packet delivery. If the delivery is too fast, DU buffer overflow leads to packet loss. Even if buffer is not full, long queue increases the DL delay. On the other hand, too slow delivery leads to low link utilization. So, congestion control tries to find optimal DL delivery rate to minimize the delay and packet loss, and increase the link utilization.

In TCP, the congestion control is based on cwnd parameter. F1/X2/Xn congestion control needs to resolve similar issue as TCP. The difference is: RLC entity could directly provide low layer status information to CU but TCP cannot. With low layer information, the congestion control would be much more accurate and easy than TCP. Figure 1 shows the architecture of F1/X2/Xn congestion control.
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Figure 1: Congestion Control
38.475 already defined “desired buffer size” below as “the amount of data desired from the corresponding gNB being declared”.

	b)
the desired buffer size in bytes for the concerned data bearer;

c)
the minimum desired buffer size in bytes for the UE;


When the F1/X2/Xn RTT delay T, the “desired buffer size” reported by DU/SN/MN should be: 
Desired Buffer Size = R(t)*T + Target buffer level – Current buffer level Q(t).
If T=0 i.e. ideal fronthaul/backhaul, above mechanism achieves perfect congestion control. When fronthaul/backhaul is non-ideal, the congestion control accuracy depends on the R(t) prediction accuracy. The prediction error can be minimized by air interface scheduling and can be adjusted by the “desired buffer size” in following DU/SN/MN feedback. 
Observation 2: “desired buffer size” is sufficient for congestion control.

2.2   Per Packet Link Selection

In the aggregation mode of split bearer, when a DL packet is arrived, PDCP decides which leg to deliver the packet. The optimal link selection is to send packet to the leg with least predicted RTT from PDCP perspective, aka. PDCP_RTT, which can be roughly predicted by: PDCP_RTT = Q * RLC_RTT.

Q can be estimated by PDCP entity as: Highest PDCP SN sent to DU – Highest successfully delivered PDCP Sequence Number.  RLC_RTT can be measured by CU and the variation is small except when channel status degrades which leads to RLC retransmissions. But, when channel status gets bad, the retransmission purpose feedback can be used to decide the link switch.
Observation 3: “Highest successfully delivered PDCP Sequence Number” is sufficient for per packet link selection for split bearer.
For RLC-UM bearer, a PDCP PDU delivered to RLC is considered as successful delivery in “Highest successfully delivered PDCP Sequence Number” feedback to PDCP entity.
Proposal 1: For RLC-UM bearer, a PDCP PDU delivered to RLC is considered as successful delivery in “Highest successfully delivered PDCP Sequence Number” feedback to PDCP entity.
2.3   Triggers of RLC entity feedback to PDCP entity
There are two options on feedback triggers:
· Option 1: immediate feedback after RLC ACK is received, i.e. TCP style;
· Option 2: conditional feedback, i.e. RLC style

· Timer based

· Data volume or number of packets based

· Polling.

Unlike air interface, the fronthaul/backhaul bandwidth is usually not bottleneck and not so precious. Frequent feedback (option 1) enables more accurate flow control.
Proposal 2: As assumption of F1 flow control parameters design, the RLC entity (e.g. DU) feedback for flow control could be sent to PDCP entity (e.g. CU) as soon as RLC ACK is received.

3. Summary and conclusion
Observation 1: Flow control includes two functions: PDCP to RLC congestion control, per packet link selection for split bearer.

Observation 2: “desired buffer size” is sufficient for congestion control.
Observation 3: “Highest successfully delivered PDCP Sequence Number” is sufficient for per packet link selection for split bearer.
Proposal 1: For RLC-UM bearer, a PDCP PDU delivered to RLC is considered as successful delivery in “Highest successfully delivered PDCP Sequence Number” feedback to PDCP entity.
Proposal 2: As assumption of F1 flow control parameters design, the RLC entity (e.g. DU) feedback for flow control could be sent to PDCP entity (e.g. CU) as soon as RLC ACK is received.
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