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1. Introduction
From the last few meetings, there are several options on the table to support TNL address discovery in EN-DC, but consensus is lacking, and the time for completion is running out. This document compares the various options under discussion, and provides some additional ideas with the goal of helping to converge the discussion.

2. Proposed solutions
The table below summarizes the main solution types and their characteristics:

	Solution
	Description
	Pros
	Cons

	OAM
	IP addresses are configured and changed via appropriate management systems
	Straightforward, no standards impact
	No SON support

Sub-optimal in multi-vendor scenarios

	DNS
	Use of DNS servers
	Straightforward, works well where DNS approach is already used in RAN
	Requires FQDN definition for en-gNBs

Inefficient if DNS approach is not already applied in operator’s RAN.

	MME / SON Transfer to/ from en-gNB
	The same solution as in release 8 RAN, extended to E-UTRAN with en-gNB [1]
	Reuses release 8 main flow
	Requires support of S1-c between en-gNBs and MMEs; including all MMEs in pool.

	Proxy eNB
	Main concept as described in [2]. The en-gNB is configured with a proxy eNB, sets up X2 towards it, and provides configuration data and TNL addresses. New eNBs associate proxy with detected NR cell (e.g. via extra broadcast in NR identifying the address of the proxy), and send release 8 Configuration Transfer messages to this node, which responds with TNL addresses on behalf of the en-gNB.
	Reuses release 8 main flow
	en-gNB must be configured with proxy;
Associating proxy with en-gNB is likely to have RRC impact

	X2 exchange of gNB neighbours
	The eNBs exchange TNL addresses of gNB neighbours as part of X2 management messages [2].
	Similar to neighbour exchange; does not impact MME
	No guarantee that interested eNBs receive information (have X2 relationship)
Must be seeded with information (at least one eNB per gNB)

	X2 GW
	eNBs and en-gNBs register to a GW and use the GW to exchange X2-c messages [3]. In an enhancement described in [3], the indirect X2 is used to exchange direct X2 addresses.
	No use / impact on MME.
Most (or all) off the shelf (little or no standards impact).
	Diverges from release 8 TNL discovery.
Requires provision of new node, even if this is only used to route X2-c messages temporarily.


From discussions at the last meeting, it seems clear that operators would like to have a solution for the problem. In addition, we should remember that there is a requirement to avoid MME impacts (note this does not mean that the MME shall not be impacted, but rather that any impacts shall be minimized and preferably related to optional features).
With this in mind and while accepting that OAM/DNS solutions are always possible, we believe that we should work towards one other solution which can be applied easily in inter-vendor environments, similarly to the release 8 solution. This means down -selecting one solution from the last four rows in the table, or alternatively evolving something different (or a combination).

While the extension of S1-c to the en-gNB solves the problem, it does so while introducing a new dimension into the overall system. The signalling would now have to be designed to be future proof since future introduction of option 6 would likely reuse it. Also, the en-gNBs would likely have to connect to all MMEs in each pool to enable inter-MME CN routing; therefore, the new feature would need to be introduced in all MMEs in a pool. Overall, it seems better to avoid this approach.

On the other hand, the X2 GW solution is by far the simplest in terms of standards impact, but it does have the drawback of deviating from the general design of release 8 TNL address discovery (and in fact from what is likely to happen in NG-RAN). 

The other solutions require in any case the provisioning of a proxy gNB, and have some aspects that need working on (and may turn out not to be feasible, or perform correctly, e.g. the addressing of the proxy node by a new eNB).

Taking all of this into account, it is worth asking whether some of the strengths of the different approaches could somehow be combined. The next section describes one such variant, which builds on the release 8 scheme but without an explicit proxy or explicit connection of a en-gNB to the MME. Of course, if a scheme such as this cannot be agreed upon, then RAN3 may need to choose between the existing approaches.
2.1 An alternative based on the S1 approach

Ideally a solution based on S1 should have the following characteristics
· S1 setup be triggered from an eNB (i.e. no new node type on S1-c)

· Not require a proxy, i.e. no need to provision a proxy in gNB

· Enable the MME to route to the correct node without extra IEs
A possible way to achieve this is described below:

Assume that each en-gNB is associated to a “virtual eNB” by implementation means, which itself is configured with a valid eNB ID. The correspondence between the eNB ID and the NR cell IDs in the en-gNB is further considered below. The TAI(s) declared by this eNB to the MME should correspond to the TAI(s) broadcast by the en-gNB (note that the content of NR cells broadcast in EN-DC needs to be checked with RAN2); and should be configured to be different from those used by real LTE eNBs, so no UEs will ever be registered in these TAIs. In any case, the TAI allocation still obeys the same rules as today, i.e. any TAI is a subset of a pool area. 
The virtual eNB then acts as a normal eNB in that it sets S1-c towards the configured MMEs (i.e. a pool). From this perspective, the S1-c looks normal but there will be almost no traffic over it since there will never be any procedures that create a UE context in the eNB. Consequently, there will not be any corresponding S1-u tunnels.
The figure below shows the “virtual architecture”:
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Figure 1 Architecture showing a combined node with a virtual logic eNB and an en-gNB
Then, the process of TNL address discovery could follow the flow shown below, here triggered by an eNB:

[image: image2.emf]eNB MME Virtual eNB

1. S1AP eNB Configuration Transfer (SON 

Configuration Transfer including TNL 

addresses)

2. S1AP MME Configuration Transfer (SON 

Configuration Transfer including TNL 

addresses)

3. S1AP eNB Configuration Transfer (SON 

Configuration Transfer including TNL 

addresses)

4. S1AP MME Configuration Transfer (SON 

Configuration Transfer including TNL 

addresses)

5. X2AP Setup Request

eNB collects UE report and 

decides to setup X2

6. X2AP Setup Response

en-gNB

Direct IP Connectivity (SCTP/IP) established between eNB and en-gNB


Figure 2
TNL address discovery using Virtual eNB
The key is that in step 3, the “virtual eNB” has access (via implementation means) to the IP addresses used to set up the TNL towards the logical en-gNB.

Then, the remaining issue to resolve in this approach is routing: how does the MME decide to send the Configuration Transfer message to the correct eNB (in this case, “virtual”)? This is related to how the eNB fills the “Target ID”.

One option is that, since the eNB knows it is a NR cell, it uses a reserved value for the eNB ID. Then the result is that the MME’s routing algorithm may find no eNB ID match (similar to the case with HeNB GW), and multiple nodes with the same TA. In this case, the MME might have to route the message to multiple candidate destinations; this is possible but it may deviate from existing behaviour.
A more likely alternative would be to allocate the en-gNB NR cell IDs in a way that copies the LTE practice even if the cell ID space in NR is much larger i.e. by ensuring that the 20-bit prefix is common to all NR cell IDs. This 20-bit prefix is then used as the ID by the “virtual eNB” declared in S1 Setup; and the detecting eNB also takes the 20-bit prefix of the NR cell ID as the target eNB ID towards the MME. 
In this case, the routing should work without problem, and the only concern is use of the ID space by en-gNBs and NR cells. However, if ID space is a problem, it can be noted that this should work even if there are duplicates (LTE/NR) provided these are not connected to the same MME. Another option would be to make use of the recently introduced 21-bit eNB IDs assuming the MMEs support this.
Hence, the scheme seems at least feasible, and it has no stage 3 standards impact – though some checking is needed on all aspects related to SIB and UE reports, and there might be a need to document its operation in stage 2. 

Proposal: RAN3 to discuss possible reuse of the release 8 TNL address discovery mechanism in EN-DC by use of the “virtual eNB” concept. If this cannot be agreed, RAN3 to make a choice between all options.
3. Conclusions
This document recapped the general solutions under discussion for TNL discovery in EN-DC. It has also described a possible additional solution which borrows some of the components of existing proposals (e.g. [1] and [2]) while trying to avoid some of its issues.
The scheme appears feasible, but it is recognized that further checking is needed. The conclusion is summarized in the following proposal: 

Proposal: RAN3 to discuss possible reuse of the release 8 TNL address discovery mechanism in EN-DC by use of the “virtual eNB” concept. If this cannot be agreed, RAN3 to make a choice between all options.
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