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1
Introduction
At the RAN3#97, three scenarios together with some benefits were captured in TR 38.806.

This paper further discusses and concludes scenarios and benefits. The way forward for solution is also proposed. The TP is also provided in the Annex.
2
Discussion
2.1


Scenarios and benefits
Scenario 1: CU-CP and CU-UP centralized
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Scenario 2: CU-CP distributed and CU-UP centralized
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Scenario 3: CU-CP centralized and CU-UP distributed
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The above three scenarios were identified and captured in the TR 38.806.

· In Scenario 1, the following benefits have been captured.

Benefits

Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario allows to take maximum advantage of cloud technologies because both the CU-CP and CU-UP can be implemented in a virtualized environment.

Drawbacks

-

In Scenario 1, the current text seems enough.

· In Scenario 2, the following benefits have been captured.

Benefits

This scenario allows to take advantage of cloud technologies while ensuring low latency for critical control plane procedures

Drawbacks

-

In Scenario 2, since CU-CP is located in distributed entity which is the same location as DU, there may exist signalling delay when CU-CP controls the CU-UP which further informs DU, or the other direction (DU->CU-UP->CU-CP). It should be noted that “signalling” here also includes U-plane information exchange such as Flow Control. This is because of long distance between CU-CP/DU and CU-UP. Furthermore, considering the agreed cardinality (One CU-CP in a gNB), this deployment scenario seems challenging especially for higher frequency. In addition, the benefits of centralized gain by cloud technology may be limited since CU-CP may not be cloudified.

The current statement on benefits of Scenario 2 “take advantage of cloud technologies” is applied only for U-plane. Therefore, this clarification should be added.

Observation 1: In Scenario 2, since CU-CP is located in distributed entity which is the same location as DU, there may exist signalling delay when CU-CP controls the CU-UP which further informs DU, or the other direction (DU->CU-UP->CU-CP). Furthermore, considering the agreed cardinality (One CU-CP in a gNB), this deployment scenario seems challenging especially for higher frequency. In addition, the benefits of centralized gain by cloud technology may be limited.
· In Scenario 3, the following benefits were captured.

Benefits

Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario also allows to take advantage of cloud technologies while ensuring low latency for user plane traffic, which is important for some applications (e.g., critical MTC)

Drawbacks

-

In Scenario 3, since CU-UP is located in distributed entity which is the same location as DU, there may exist some delay when CU-UP indicates CU-CP about some DU control request. This is because CU-CP needs to involve such control mechanism even if CU-UP and DU are located in the same entity.

Observation 2: In Scenario 3, since CU-UP is located in distributed entity which is the same location as DU, there may exist some delay when CU-UP indicates CU-CP about some DU control request (e.g., load management, QoS control).
Proposal 1: It is proposed to capture above mentioned drawbacks for Scenario 2 and Scenario 3 as provided as TP.

As discussed above, we see Scenario 1 or Scenario 3 should be the appropriate options for 5G deployment scenario. Therefore, we propose to conclude to consider Scenario 1 and Scenario 3 for future work.

Proposal 2: It is proposed to conclude that Scenario 1 or Scenario 3 should be considered as promising scenario.
Current title of this section “feasibility” seems not appropriate. We propose to change from feasibility to benefits.

Proposal 3: It is proposed to change the title from “feasibility” to “benefits”.

2.2


Solution to enable CP/UP separation
One possible way to achieve CP-UP separation within gNB is to use proprietary interface, i.e. implementation dependent. However, standardized interface facilitates openness and multivendor scenario.

Proposal 4: It is proposed to agree that standardized interface facilitates openness and multivendor scenario as proposed in TP.

3
Conclusions
Observation 1: In Scenario 2, since CU-CP is located in distributed entity which is the same location as DU, there may exist signalling delay when CU-CP controls the CU-UP which further informs DU, or the other direction (DU->CU-UP->CU-CP). Furthermore, considering the agreed cardinality (One CU-CP in a gNB), this deployment scenario seems challenging especially for higher frequency. In addition, the benefits of centralized gain by cloud technology may be limited.
Observation 2: In Scenario 3, since CU-UP is located in distributed entity which is the same location as DU, there may exist some delay when CU-UP indicates CU-CP about some DU control request (e.g., load management, QoS control).
Proposal 1: It is proposed to capture above mentioned drawbacks for Scenario 2 and Scenario 3 as provided as TP.

Proposal 2: It is proposed to conclude that Scenario 1 or Scenario 3 should be considered as promising scenario.
Proposal 3: It is proposed to change the title from “feasibility” to “benefits”.

Proposal 4: It is proposed to agree that standardized interface facilitates openness and multivendor scenario as proposed in TP.

Text Proposal to TR 38.806
Beginning of Text Proposal to TR 38.806
5 CP-UP separation: scenarios and benefits
The first objective of the SI is reported in the following [1].

· “From TR 38.801, study the scenarios, the feasibility and the benefits of the separation of the CU-CP (control plane instance of PDCP/RRC protocols) and the CU-UP (the user plane instance of PDCP (and SDAP) protocols).”
In this sub-clause, we describe scenarios, benefits, and drawbacks.

5.1 Scenarios

Scenarios for the separation of CU-CP and CU-UP are described in the following. 

5.1.1 Scenario 1: CU-CP and CU-UP centralized

The CU-CP is centralized to coordinate the operation of several DUs. The CU-UP is centralized to provide a central termination point for UP traffic in dual-connectivity (DC) configurations. An example of this scenario, is depicted in the Figure 5.1.1-1. 
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Figure 5.1.1-1: CU-CP and CU-UP centralized
5.1.2 Scenario 2: CU-CP distributed and CU-UP centralized

CU-CP is deployed in a distributed manner and co-located with the DU. The CU-CP supervises the operation of a single DU. The CU-UP is centralized to provide a central termination point for UP traffic in DC configurations. An example of this scenario, is depicted in the Figure 5.1.2-1.
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Figure 5.1.2-1: CU-CP distributed and CU-UP centralized
5.1.3 Scenario 3: CU-CP centralized and CU-UP distributed

CU-CP is centralized to coordinate the operation of several DUs. The CU-UP is distributed and co-located with a single DU. An example of this scenario, is depicted in the Figure 5.1.3-1.
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Figure 5.1.3-1: CU-CP centralize and CU-UP distributed
5.2 Benefits and drawbacks

Some benefits for the separation of CU-CP and CU-UP common to the analysed scenarios were identified: 

· Flexibility to operate and manage complex networks, supporting different network topologies, resources, and new service requirements;

· Alignment with SDN concept that would result in a functional decomposition of the radio access, based on a partial de-coupled architecture, between user and control plane entities and on network abstractions;

· For functions purely handling with CP or UP processes, independent scaling and realization for control and user plane functions operation;

· Support of multi-vendor interoperability (e.g., CU-CP and CU-UP could be provided by different vendors).

· The gNB deployment with separate CU-CP and CU-UP provides the possibility of optimizing the location of different RAN functions based on the scenario and desired performance. For example, the CU-CP could be placed in a location close to the DU to provide short latency for the critical CP procedures. The CU-UP could be centralized in a regional or national data center, thus favouring cloud implementation. An additional CU-UP could be also placed closer to the DU to provide a local termination point for [...] URLLC traffic.  

· Support of radio resource isolation and improving resource utilization for network slicing. A slicing instance may cover a geographic area of several ten to several hundred of gNBs. Central RRM may provide slice-level isolation as well as improve resource utilization.

The following aspects are specific for the identified scenarios.

5.2.1 Scenario 1

Benefits

Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario allows to take maximum advantage of cloud technologies because both the CU-CP and CU-UP can be implemented in a virtualized environment.
Drawbacks

-

5.2.2 Scenario 2

Benefits

This scenario allows to take advantage of cloud technologies for user plane functions while ensuring low latency for critical control plane procedures
Drawbacks

Since CU-CP is located in distributed entity which is the same location as DU, there may exist signalling delay when CU-CP controls the CU-UP which further informs DU, or the other direction (DU->CU-UP->CU-CP). Furthermore, considering the agreed cardinality (One CU-CP in a gNB), this deployment scenario seems challenging especially for higher frequency. In addition, the benefits of centralized gain by cloud technology may be limited.
5.2.3 Scenario 3

Benefits

Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario also allows to take advantage of cloud technologies while ensuring low latency for user plane traffic, which is important for some applications (e.g., critical MTC)

Drawbacks

Since CU-UP is located in distributed entity which is the same location as DU, there may exist some delay when CU-UP indicates CU-CP about some DU control request (e.g., load management, QoS control).
5.3 Conclusions for scenarios and benefits
Scenarios and benefits were identified. Based on the study for each option, Scenario 1 and Scenario 3 should be considered as promising scenario. 

Next Text Proposal to TR 38.806
6
CP-UP separation: solutions

One possible way to achieve CP-UP separation within gNB is to use proprietary interface, i.e. implementation dependent. However, standardized interface facilitates openness and multivendor scenario.

End of Text Proposal to TR 38.806
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