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Introduction
[bookmark: _Hlk489961550]During RAN #76 a new study item (SI) on “Separation of CP and UP for split option 2 of NR” was approved [1]. In the previous RAN3 meeting, the SI was discussed and a list of open issues was endorsed [2]. In this contribution, we address the open issues related to the third objective of the study item.
Discussion  
The third objective of the SI is reported in the following [1].
· “Study the necessary protocol functions down to the procedure and message level related to the possible identified solutions e.g. a standardised control plane interface to enable set-up, modification, and release of the DRB related resources in the CU-UP, including handling of security keys in the CU-UP for RAN security activation and configuration. This also needs to take the agreed F1 interface general principle, and gNB-CU/DU architecture principle into account3].”
Related to this objective, a list of open issues was discussed at the previous RAN3 meeting [2]. In the following we analyse and resolve one-by-one these open issues. 
Open issue 1: Further study cardinality?
Resolution: Within a disaggregated gNB there should be:
· A one-to-many cardinality between a CU-CP and DU(s): this is in accordance with the current RAN3 agreements about the cardinality between CU and DU, as defined in the draft TS 38.401 [3]. The fact that there is a single CU-CP is important to avoid race conditions (i.e., to avoid cases in which multiple CU-CPs attempt to configure different parameters in a DU at the same time). For resiliency, a DU may be connected to multiple CU-CP(s) by implementation.  
· A one-to-many cardinality between a CU-CP and CU-UP(s): this would allow an efficient service differentiation. For example, services that require very low latency can be served by a distributed CU-UP located close (or co-located) with the DUs, while other services can employ a centralized CU-UP.
· A many-to-many cardinality between DU(s) and CU-UP(s): the many-to-many cardinality in the user plane is in practise not visible to the DU and CU-UP. This is because the DU and CU-UP need only to receive the tunnel end-points (TEIDs) to know where to transmit the UL and DL traffic for each data radio bearer (DRB). Consequently, there is no standard impact or extra-complexity in realizing the many-to-many cardinality in the user plane. On the other hand, the many-to-may cardinality allows for an efficient service differentiation. Services with strict latency requirements can be served by a local CU-UP, while services with less stringent latency requirements can be served by a centralized CU-UP (which could be virtualized and would offer a central termination point for UP traffic).   
The cardinality between CU-CP, CU-UP and DU within a gNB is illustrated in the following figure. 
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Figure 1: Graphical representation of the cardinality between CU-CP, CU-UP and DU

[bookmark: _Hlk489961418]Proposal 1	Define the following cardinality between DU, CU-CP and CU-UP:
· One-to-many cardinality between CU-CP and DU.
· One-to-many cardinality between CU-CP and CU-UP.
· Many-to-many cardinality between DU and CU-UP.

Open issues 2: CU-UP discovery and (re-)selection by CU-CP?
Resolution: The CU-UP discovery and (re-)selection from CU-CP is an implementation issue and is out of scope for standardization. In the following two examples of how the CU-UP discovery by CU-CP could be realized in an implementation are described. 
· Example 1: the OAM system configures the CU-CP with the TNL addresses of a few CU-UPs. The CU-CP establishes a TNL association and an E1 interface toward the CU-UPs.   
· Example 2: the OAM system configures a CU-UP with the TNL address of a CU-CP. The CU-UP establishes a TNL association and an E1 interface toward the CU-CP.
Proposal 2	The CU-UP discovery and (re-)selection by CU-CP is implementation specific.  

Open issue 3: Load balancing/overload handling?
Resolution: The CU-UP is a self-sustained entity that can admit and/or reject requests for establishing data bearers from the CU-CP. There is no need for advanced load balancing functions. If needed, an indication over the E1 interface could be defined to allow the CU-UP to inform the CU-CP in case of overload. 
Proposal 3	The CU-UP is self-sustained and it can admit and/or reject requests for establishing bearers. 

Open issue 4: Impacts to NR-LTE tight interworking?
Resolution: We foresee that the separation of CU-CP and CU-UP will not have any impact on NR-LTE tight interworking. To understand the role of the F1 and E1 interfaces as well as the interaction among different network entities in NR-LTE tight interworking, we propose the stage 2 call-flow for the SgNB addition procedure in option 3 in a separate contribution [4]. The contribution [4] shows that Xn signalling is not affected by the fact that the CU is separated in CU-CP and CU-UP.
Proposal 4	In NR-LTE tight interworking the Xn signalling is not affected by the fact that the CU is separated in CU-CP and CU-UP.

Open issue 5: Impacts to NR UP? Mitigations (if any)?
Resolution: We foresee that the separation of CU-CP and CU-UP will not have any impact on NR UP. 
Proposal 5	RAN3 does not foresee any impact on NR UP due to the fact that the CU is separated in CU-CP and CU-UP.

Open issue 6: Security impacts?
Resolution: We foresee that the CU-CP and CU-UP separation will not introduce new requirements in terms of security. To ensure a secure exchange of control information between the CU-CP and the CU-UP the E1 interface can employ IPSec (similar as other control interfaces). 
Proposal 6	RAN3 does not foresee any new security requirements on the E1 interface (i.e., requirements that are different w.r.t. other control interfaces).

Open issue 7: Mobility, data forwarding?
Resolution: To explain how mobility and data forwarding work, we describe the Xn handover procedure between disaggregated gNBs with E1 interface in [5]. The contribution [5] shows that mobility and data forwarding can be performed in a similar way as in LTE.  
Proposal 7	The separation of CU-CP and CU-UP allows for similar mobility and data forwarding procedures as the ones supported today in LTE.

Open issue 8: Slicing?
Resolution: The separation of CU-CP and CU-UP offers the possibility of dedicating a CU-UP entity per slice. This would make network slicing more efficient and would allow physical separation of resources between slices in the user plane. It is an additional advantage of the separation CU-CP and CU-UP. CU-UP can receive slice information from CU-CP over the E1 interface (if necessary).
[bookmark: _Hlk490051041]Proposal 8	The separation of CU-CP and CU-UP allows for the implementation of efficient slicing solutions. 

Open issue 9: OAM?
Resolution: We foresee that the DU, the CU-CP and the CU-UP have a direct interface toward the management platform(s), as illustrated in the following figure.  
Proposal 9	The DU, the CU-CP and the CU-UP have a direct interface toward the management platform(s).
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Figure 2: Example of OAM architecture


Open issue 10: Adopt SCTP for E1?
Resolution: The E1 interface is a control interface and it is used only for the exchange of control messages between the CU-CP and the CU-UP. The control messages require a reliable transport protocol stack, because the loss of control messages can affect significantly the network operation. The SCTP/IP protocol is used for other control interfaces (e.g., F1-C) and offers the required reliability for the transmission of the control messages over the E1 interface. We discuss in more details the E1 protocol stack in [6].
Proposal 10	Adopt the SCTP/IP protocol stack for the E1 interface.

Open issue 11: How to capture the architecture with CU-CP and CU-UP separation?
Resolution: We provide our view on how to capture the architecture with CU-CP and CU-UP separation in [6].

Open issue 12: Function split between CU-CP and CU-UP?
Resolution: The radio resource management (RRM) functions are split between the DU and the CU-CP. The CU-UP performs the user plane (UP) functions associated to the RRM functions that are under the responsibility of the CU-CP. Therefore, the first problem to solve is to decide how to split the RRM functions between CU-CP and DU (which is currently being discussed as part of the NR work item). Afterwards, the separation of functions between CU-CP and CU-UP is expected to be rather straightforward.
Proposal 11	The RRM functions are located in CU-CP.
.
Open issue 13: General E1 principles / protocol stack / UE-dedicated (e.g. bearer mgmt.) / non-UE-dedicated?
Resolution: We provide our view and proposals on the E1 principles and the E1 function in [6].

Based on the discussion above, we conclude that:
Proposal 12	The open issues related to the third objective of the SI are is resolved.
Proposal 13		Objective 3 of the SI item is resolved
Conclusion 
In this paper, we addressed the open issues related to the third objective of the SI on separation of CP and UP for split option 2 of NR.
Proposal 1	Define the following cardinality between DU, CU-CP and CU-UP:
· One-to-many cardinality between CU-CP and DU.
· One-to-many cardinality between CU-CP and CU-UP.
· Many-to-many cardinality between DU and CU-UP.
Proposal 2	The CU-UP discovery and (re-)selection by CU-CP is implementation specific.  
Proposal 3	The CU-UP is self-sustained and it can admit and/or reject requests for establishing bearers. 
Proposal 4	In NR-LTE tight interworking the Xn signalling is not affected by the fact that the CU is separated in CU-CP and CU-UP.
 
Proposal 5	RAN3 does not foresee any impact on NR UP due to the fact that the CU is separated in CU-CP and CU-UP.
Proposal 6	RAN3 does not foresee any new security requirements on the E1 interface (i.e., requirements that are different w.r.t. other control interfaces).
Proposal 7	The separation of CU-CP and CU-UP allows for similar mobility and data forwarding procedures as the ones supported today in LTE.
Proposal 8	The separation of CU-CP and CU-UP allows for the implementation of efficient slicing solution. 
Proposal 9	The DU, the CU-CP and the CU-UP have a direct interface toward the management platform(s).
Proposal 10	Adopt the SCTP/IP protocol stack for the E1 interface.
Proposal 11	The RRM functions are located in CU-CP.
Proposal 12	The open issues related to the third objective of the SI are is resolved.
Proposal 13		Objective 3 of the SI item is resolved
References
[bookmark: _Ref471906497][bookmark: _Ref174151459][bookmark: _Ref189809556]RP-171421, Separation of CP and UP for split option 2 of NR, Ericsson
[bookmark: _GoBack]R3-172638, Way forward on CP-UP split, Ericsson, AT&T, Vodafone
TR 38.801, “Study on new radio access technology: Radio access architecture and interfaces”
R3-173253, “SgNB addition in disaggregated gNB with E1 interface”, Ericsson, Vodafone, AT&T
R3-173254, “Xn handover in disaggregated gNB with E1 interface”, Ericsson, Vodafone, AT&T
R3-173255, “E1 interface principles and functions”, Ericsson, Vodafone, AT&T

	3/5	
image1.png
gNB

CU-UP

DU

PDCP-U

RLC
MAC
PHY

U

PDCP-C

Cu-CpP

RLC
MAC
PHY





image2.png




