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1 Introduction

This paper discuss network slice isolation. The discussion is in particular focusing on the scenario that a UE that use multiple services of different network slices simultaneously. An issue that we identified so far is that the Reset procedure of LTE resets the entire UE context and the PDU sessions of all network slices of a UE. We propose disuss how to handle failures in a network slice that cause the need to reset interfaces.
2 Discussion 
Currently Network slice in RAN is an implementation issue, TS 38.300 say that 

How NG-RAN supports the slice enabling in terms of NG-RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.
Furthermore, TS 38.300 say that there is a RAN part of the network slice to be selected, that NG-RAN should allow best possible RRM policy, that resource problem in one slice should not affect SLA in another slice and that it should be possible to dedicate resources to a network slice:
Selection of RAN part of the network slice

-
NG-RAN supports the selection of the RAN part of the network slice, by assistance information provided by the UE or the 5GC which unambiguously identifies one or more of the pre-configured network slices in the PLMN. 

Resource management between slices

-
NG-RAN supports policy enforcement between slices as per service level agreements. It should be possible for a single NG-RAN node to support multiple slices. The NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.
Resource isolation between slices

-
the NG-RAN supports resource isolation between slices. NG-RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate NG-RAN resources to a certain slice. How NG-RAN supports resource isolation is implementation dependent.

Based on this we draw the conclusion that the standard should allow a rather big freedom in how to implement a network slice. The different requirements on availability and retainability of different network slices and their services implies the need to implement as much independence as possible between network slices.
The 5GC has been structured into an AMF, SMF and UPF. There may be different SMF and/or UPF for each PDU session or for each network slice. The 5GC supports the possibility to have a resource isolation on user plane but also on parts of the control plane by the SMF. AMF acts as a common function for a UE that uses multiple network slices.

The implementation of gNB may need to structure the functions into gNB common functions and Network slice specific functions and common context storage and network slice context specific storage to achieve as much independence as possible between network slices. The UE context handling, which is common for all PDU sessions of a certain UE, would be a common function. The UE context would be a common context storage. Management of PDU sessions would be a natural candidate for separating per network slice. Adding and removing PDU sessions for Dual connectivity is another function that is a candidate for separating. PDU session context would be a network slice context specific storage.

There may be separate PDCP or RLC layers even if MAC and PHY layers may be common to all network slices. 

The benefit with this separation is that network slice isolation can be achieved for higher layers of the user plane and for the control plane functions that does not have to be common. 

· Software upgrades can be managed separately per function. 

· Reconfigurations of the functions can be done isolated from each other. 

· Functions may be tailored for the purpose to serve just the need of an individual network slice. 

· A software error in a function may be isolated to one network slice. 

· Hardware error may be isolated to one or to only a few network slices. 

In lower layers the scheduler controls the lower layer resources to support the service characteristics.

We think that separating at least PDU session management and PDU session context storage per network slice should be possible in implementations. 
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Figure 1. gNB implementation with common UE context and UE context management and network slice specific PDU session context and management.
When performing reset of an S1 interface, LTE provided with two options to reset the entire interface or to Reset a list of UEs logical interface connections, e.g. something like:
	CHOICE Reset Type
	
	M
	
	

	>S1 interface
	
	
	
	

	>>Reset All
	
	M
	
	ENUMERATED (Reset all,…)

	>Part of S1 interface
	
	
	
	

	>>UE-associated logical S1-connection list
	
	
	1
	


When there is an issue that is only related to the PDU sessions of one network slice then a reset of a UE’s logical interface connection impacts not only the PDU sessions of the network slice that has an issue, but all network slices that the UE use are reset including the common control plane.
Example: A failure that cause a loss of status information in eMBB network slice trigger the need to reset of all UEs that use eMBB. A reset of UE logical connections will also impact other services that these UEs use like for example URLLC.
One possible way to handle such failure situation may be to send a PDU session release message for each UE context:
· PDU SESSION RESOURCE RELEASE COMMAND from AMF to gNB
· PDU SESSION RESOURCE NOTIFY from gNB to AMF.
However, multiple messages that are not intended for failure handling need to be sent to relevant node or nodes, since a failure situation in a network slice will affect many PDU sessions of multiple UEs. 

We think that this drawback of reset UE context should also applicable to F1 and Xn interface.  

Proposal 1: We propose that RAN3 discuss how to handle network slice isolation in case of failure issues that may require reset of some services.
3 Conclusion 
In this paper, we discuss the network slice isolation and reset procedure. We propose:
Proposal 1: We propose that RAN3 discuss how to handle network slice isolation in case of failure issues that may require reset of some services.
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