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Introduction
The split gNB was introduced for supporting lower latency of the control plane. However the split brings up the issue of coordination between the multiple control entities. This contribution proposes a functional architecture for addressing these issues.
RRM instances
Given the high coverage area of a gNB-CU, in the split gNB-CU will be multiple instances of RRM.
Each RRM instance will be associated with a given area.

Coordination of operation between different RRM instances

TR 38.802 ‎[2] produced by RAN1 indicates in multiple places the “coordinated scheduling/beamforming, power control, link adaptation, hybrid dynamic/static UL/DL resource assignment”. 
An instance of the central RRM function can execute the coordination of the resource allocation by the MAC function within the controlled gNB-DUs. 

The question is how to coordinate the operation of different non-collocated instances of RRM.
1. The method for sharing the information
Given that there will be in gNB-CU different RRM instances which interact in mobility, load balancing, dual-connectivity, ICIC, etc. it makes sense that the information will be shared between these RRM instances through a shared data-base, named Shared Network View (S-NV).
There should be a S-NV instance collocated with the RRM instance, having a shared part which can be shared between the interacting RRM instances.

Even more, this data-base can also share the information provided by other gNBs in the gNB-CU coverage area. 

2. RRC function

The RRC function provides the logical channels for transmission over the air. The creation of the logical channels can be located in gNB-DU, while the parameter will be transmitted from the gNB-CU. There is mandatory that at least the RRC part related to scheduling is located in gNB-DU.

Due to this, we proposed to at least split the RRC function in a central part (high RRC) and a distributed part (low RRC).

The RRC central part is on the Control Plane and will interact with RRM; for this reason will propose to locate if in the distributed CP-CU.

More details are provided in our pair contribution R3-172817 ‎[3].
System architecture
Based on the above discussion, bellow is shown the system architecture.
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Figure 1 System architecture
In this example there are four gNB-DUs (gNB-DU1…gNB-DU4) served by the RRM instance 1 and four gNB-DUs (gNB-DU5…gNB-DU8) served by the RRM instance 2.
Each gNB-DU is connected with the F1 interface to the serving CU-UP instance and with the C1 interface to the Shared Network View data-base.
All the RRM instances have access to the Shared Network View data base. 

The result of the negotiation between two Central RRM instances is memorized in the S-NV data-base. The affected gNB-DUs are announced by the serving Central RRM instance to retrieve the coordination result from the Shared Network View data-base.

RRM interaction with UP Control function over E1-Interface
Given that gNB-DU is not visible outside gNB, this function will instruct the UP to which gNB-DU to send the data flows (bearers) received in downlink from the Core Network.

This function will instruct the user plane also on traffic duplication to different DUs for PHY diversity or on parametric values for dynamic bearer split in dual/multi connectivity. 
Organization of information in the Network View data-base 
The information is stored in a hierarchical mode, having a memory allocation per Central RRM instance in the case of Centralized gNB. The information pertinent to a classic base station (not-centralized) is considered as having a single Central RRM. In practice this RRM will also include RRM functions specific to a gNB-DU.
This memory allocation may be further split in memory zones per gNB-DU, where each memory zone can include parameters and more extensive reports as:
Advantages of a shared data-base as communication node
Below are described two main advantages of this approach.

Redundancy

The main disadvantage of the centralized deployment is the “single point of failure” represented by the CU. 

The redundancy solution provided by the NV data-base as communication node works as follows:
· A copy of the NV data-base (clone NV) is created in real-time at a different location which could be in the cloud;

· If CU becomes non-operational, computing resources are created in the cloud while using the up-dated system information maintained in the clone NV data-base.
After the initial CU becomes operational again, the computing resources in the cloud can be released.
2 Proposals
It is proposed a Working Agreement on the CU split architecture allowing:

- Direct writing or reading of information from the Shared NV data-base, by a RRM instance or by a gNB-DU

- Control by Central RRM function of gNB-DU resource allocation and UP forwarding in downlink to the serving DU(s).
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