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1. Introduction
While RAN3 works already for 18 months in defining the centralized base station, was never addressed the internal gNB-CU architecture. It is questionable if in this way the resulting system will be future proof, a basic requirement in TR 38.913 ‎[1]:

“In order to meet the deployment scenarios and requirements, studies for next generation access technologies should be carried out in at least, but not limited to, the following areas, designs for next generation access technologies RAN should strive for enough flexibility to support current envisaged and future requirements for the different use cases, i.e. to support for wide range of services.”
 This contribution offers an insight in the gNB-CU structure and proposes a suitable way for information exchange which provides a more flexible use as compared with the existing approaches in X2 interface.
RRM instances
Given the high coverage area of a gNB-CU, there may be multiple instances of RRM within the gNB-CU.

Each RRM instance may be associated with a given area, which should be identified by an Area ID for enabling fast information transfer.

Observation 1: there may be multiple instances of the RRM within a gNB-CU.
Observation 2: An RRM instance is associated with a specific area identified by an Area_ID.
Coordination of operation between different RRM instances

TR 38.802 ‎[2] produced by RAN1 indicates in multiple places the “coordinated scheduling/beamforming, power control, link adaptation, hybrid dynamic/static UL/DL resource assignment”. 
An instance of the central RRM function can execute the coordination of the resource allocation by the MAC function within the controlled gNB-DUs. 

The question is how to coordinate the operation of different instances of RRM?

2. The method for sharing the information
Given that there will be in gNB-CU different RRM instances which interact in mobility, load balancing, dual-connectivity, ICIC, etc. it makes sense that the information will be shared between these RRM instances through a shared data-base, named Shared Network View (S-NV).
Even more, this data-base can also share the information provided by other gNBs in the gNB-CU coverage area. This way of sharing the information is different from the P-P messages over X2 interface and justifies dedicated procedures, such as GET and PUT, for both Xn and F1 interfaces.

It should be noted that the S-NV data-bases should be separated from the Operator-Private data bases (OP-NV), meaning at least different IP addresses and security credentials. 
A gNB stand-alone or a gNB-DU should be provisioned with the IP addresses of the OP-NV and S-NV data-bases. A stand-alone gNB or a gNB-DU may activate separated interfaces, one for shared information exchange and another one for private information exchange. 
Observation 5: An RRM instance can have its own IP address.

Observation 6: The Operator-private (OP-NV) data-base has its own IP address and access credentials.
Observation 7: A DU may use separate Fx-C instances to communicate with CU, for example:

· F1-C for communicating with the RRM instance

· F2-C for communicating with the Operator private OP-NV data-base;
· F3-C for communicating with the Shared S-NV data-base.
gNB-CU architecture
RRM interaction with RAN-oriented Network Views
Based on the above discussion, bellow is shown the RRM-related gNB-CU architecture and the types of Fx interfaces.

[image: image1.emf]gNB-

DU5

gNB-

DU6

gNB-

DU8

Central RRM Instance No. 3

Central RRM Instance No. 2

Central RRM Instance No. 1

Shared Network View

Private Network View

PLMN 1

Private Network View

PLMN 2

Private Network View

PLMN 3

gNB-

DU1

gNB-

DU2

gNB-

DU3

DU4

gNB-

DU10

gNB-

DU11

gNB-

DU9

gNB-

DU4

F1-C

F2-C

F3-C

F3-C

F3-C

F3-C

F1-C

F1-C

F2-C

F2-C

F3-C

F3-C

F3-C

F3-C

F3-C

AREA 1

AREA 2

AREA 3

gNB-

DU7


Figure 1   gNB-CU RRM entities and gNB-CU—gNB-DU interfaces
In this example there are four gNB-DUs (gNB-DU1…gNB-DU4) served by the RRM instance 1, four gNB-DUs (gNB-DU5…gNB-DU8) served by the RRM instance 2 and three gNB-DUs (gNB-DU9…gNB-DU11) served by the RRM instance 3. 
Each gNB-DU is connected with the F1 interface to the serving RRM instance, with the F2 interface to the Shared Network View data-base and with the F3 interface to each of the Operator Private Network Views.

All the RRM instances have access to the Shared Network View data base. 

The result of the negotiation between two Central RRM instances is memorized in the S-NV data-base. The affected gNB-DUs are announced by the serving Central RRM instance to retrieve the coordination result from the Shared Network View data-base.

Central RRM interactions above RAN
The Central RRM entities will communicate with the Core Network, for example with AMF (Access and Mobility Management Function) defined in TS 23.501 ‎[3] through NG interface and with the .

In bands which are shared with other radio services or between Operators, Central RRM entities may communicate with a Spectrum-Sharing NV data base which can be operated by a Country Spectrum Administration. 

[image: image2.emf]Central RRM Instance No. 3

Central RRM Instance No. 2

Central RRM Instance No. 1

F1-C

F1-C

Spectrum Sharing NV

Spe-C

Spe-C

Spe-C

CORE functions

NR-C

NR-C

NR-C


Figure ‎‎0‑2  RRM interactions above RAN
RRM interaction with User Plane

The following figure presents the RRM interaction with the UP Control function. 

Given that gNB-DU is not visible outside gNB, this function will instruct the UP to which gNB-DU to send the data flows (bearers) received in downlink from the Core Network.

This function will instruct the user plane also on traffic duplication to different DUs for PHY diversity or on parametric values for dynamic bearer split in dual/multi connectivity. Parameters can refer, for example, to specific PDU sessions for which the bearer can be split and to the traffic percentage to be sent to each DU; other parameters can be the maximum traffic to be sent to a DU or the thresholds of traffic amounts for which the traffic is not split (actual traffic is lower than the first threshold), is split between gNB-DUx and gNB-DUy (actual traffic is higher than the first threshold and lower than the second threshold) and so on. For each PDU session or 5QI the RRM Central function/instance will indicate the traffic thresholds and the candidate gNB-DUs.
A possibility is that this function will be part of RRM Functions.
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Figure 3   RRM  interaction within gNB-CU with User Plane
Organization of information in the Network View data-base 
The information is stored in a hierarchical mode, having a memory allocation per Central RRM instance in the case of Centralized gNB. The information pertinent to a classic base station (not-centralized) is considered as having a single Central RRM. In practice this RRM will also include RRM functions specific to a gNB-DU.
This memory allocation may be further split in memory zones per gNB-DU, where each memory zone can include parameters and more extensive reports as:
· gNB-DU Identity;

· Cell Identity;

· Duplexing mode per Cell(FDD, TDD, flexible FDD on up-link channel, flexible FDD on downlink channel);
· Current setting of the DL and UL slots per cell;
· Future setting of the DL and UL slots per Cell and time marker of the allocation start;
· TRP characteristics per gNB-DU (max. power, number of antenna groups, number of co-located antennas per group;
· Type of supported beam-forming per antenna (analog, digital);
· The IDs of the gNB-DUs acting as sub-cells in a Cell;
· IDs of the served UEs;
· Current transmission mode per UE in DL and the list of Cells in the master group and the secondary group;
· Future transmission mode per UE in DL and time marker of the new TM start;
· Current resource utilization per TRP per gNB-DU in DL per power threshold;
· Current resource utilization per TRP per gNB-DU in UL per power threshold;
· Summary of resource utilization in UL (time/frequency/power/space) during a specified time interval;
· Summary of resource utilization in DL (time/frequency/power/space) during a specified time interval;
· Neighbor DUs / TRPs;
· Current setting for the symbols used by reference signals in DL;
· Future setting for the symbols used by reference signals in DL and time marker of the allocation start; 

· Current setting for the symbols used by reference signals in UL;
· Future setting for the symbols used by reference signals in DL and time marker of the allocation start; 

· Coupling loss between an UE and each antenna of a TRP of a gNB-DU; collocation effect is FFS;
· Coupling loss between each antenna of a TRP and each antenna of other TRP in the wireless network (could be on another gNB);
· CoMP (Cooperative Multi-Point) scheme in DL and its details;
· For power coordination schemes: the number of resources below and above power thresholds – promised and actual (statistical representation) in a specified time interval;
· For future power coordination schemes: the number and location of promised time-frequency-space resources below and above power thresholds and time marker of the allocation start ;
· CoMP scheme in UL and its details;
· Allocation of resources for PC5 (D2D);
· Medium access scheme and its parameters (scheduled, random, energy detection level);
· Number of slices and S-NSSAI(s) (Single Network Slice Selection Assistance information per slice) ‎[7];
· Associated 5QI (5G QoS Indicator) per DRB;
· UE buffer status per 5QI/PDU session/Network slice;
· Measurement reports per UE and frequency channel in DL direction, including time indication;
· Measurement reports by DU and frequency channel in UL direction, including time indication;
· A statistical representation of each measurement for the DL direction, including time indication;
· A statistical representation of each measurement for the UL direction, including time indication;
A Network View Controller will keep track of the actual memory location for each parameter.
Operation of Xn-C and F1-C interfaces
At any moment in time the serving Central RRM has a view on the possible future actions based on the information collected in the Network View data-bases. Below is an HO (Hand-Over) example, illustrating how the CU-DU system works.
HO (Hand-Over) handling

If the UE asks the serving RRM instance, through the RRC protocol, to execute an action, for example a HO to another Cell, the request arrives through the encapsulated RRC protocol over the F1 interface to the serving Central RRM instance. The most up-dated result of the UE RRM measurements on other cells are already in the S-NV database. The serving Central RRM instance decides, based on a multitude of reports in the shared data-base, to which Cell  shall be targeted the HO and sends a message to the RRM in the serving gNB-DU indicating the target Cell and other associated parameters. Same parameters are stored by the serving Central RRM in the main NV data-base.
The serving RRM also sends a message to the serving RRMs of the target Cell for announcing the HO decision. From this point the UE executes the handover and once the connection to the target Cell is accomplished the new (may be the same as the source RRM) serving Central RRM is announced. The Central RRM will ask, if the target Cell belongs to another gNB, the AMF (Access and Mobility Management Function) to instruct the UPF (User Plane Function) to redirect the traffic to the new serving gNB. If the target Cell belongs to the same gNB but to another DU the Central RRM will ask the Traffic Routing function inside the gNB-CU to forward the user plane traffic belonging to this UE towards the target gNB-DU. 
Advantages of a shared data-base as communication node
Below are described two main advantages of this approach.

Redundancy

The main disadvantage of the centralized deployment is the “single point of failure” represented by the CU. 

The redundancy solution provided by the NV data-base as communication node works as follows:
· A copy of the NV data-base (clone NV) is created in real-time at a different location which could be in the cloud;

· If CU becomes non-operational, computing resources are created in the cloud while using the up-dated system information maintained in the clone NV data-base.
After the initial CU becomes operational again, the computing resources in the cloud can be released.
Reduction of control traffic
Another advantage of this approach appears in asymmetrical connections between CU and DU of between gNBs, as only one node sends the bulky measurement reports in up-link while all the other nodes download the information from the data-base. The SUMD (Single Upload-Multiple Downloads) approach reduce significantly the congestion in uplink and by this the overall communication latency.
2 Proposals
It is proposed a Working Agreement on a gNB-CU architecture allowing:

- Direct writing or reading of information from the Shared NV data-base, by a RRM instance or by a gNB-DU

- Control by Central RRM function of gNB-DU resource allocation and UP forwarding in downlink to the serving DU(s).
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