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1	Introduction 
In RAN3#95bis, higher-layer split (HLS) option for CU-DU split architecture was decided and the interface functions and procedures are under discussion. Approaches for supporting RRM functions in CU-DU split architecture are described in our paper [1]. 
In this contribution, we discuss Dual/Multi-Connectivity in CU-DU split architecture and introduce general framework for flow control via CU-DU interface.
2	Dual/Multi-Connectivity in CU-DU Split Architecture
In LTE Dual Connectivity, information from SeNB to MeNB is required for flow control with split bearer. Similar assumption is made for split bearer in LTE-NR Dual-Connectivity. In LTE-NR Dual Connectivity, bearer split from PDCP layer is in master node, supported by X2/Xn interface to the secondary node. 
In CU-DU split architecture, PDCP bearer split resides in CU. Figure 1 illustrates dual/multi-connectivity with split bearer in HLS architecture. The DUs for LTE and NR can be colocated or non-colocated, depending on deployment scenario. In some cases, DUs from multiple vendors may need to interoperate with a common CU. PDCP in CU has to deal with non-ideal mid-haul with varying transport delays and varying radio conditions [2]. Flow control algorithm in CU is critical to ensure end-user experience while making fair usage of radio resources among nodes. An illustration of achievable performance in realistic deployment scenario was presented in [3].
In HLS architecture, flow control algorithm in CU requires buffer status information from both the master and the secondary nodes. Flow control has to be supported by the CU-DU interface for both Master and Secondary nodes. 
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Figure 1: Dual/Multi-connectivity with split bearer in CU-DU split architecture
Observation 1: In CU-DU split architecture, flow control in NR split bearer requires buffer status information from the master and secondary nodes via CU-DU interface.
3	Flow Control in HLS Architecture
General requirements on flow control algorithm are
· Fair utilization of available radio resources
· Avoid RLC buffer overrun and underrun
· Operation during poor radio propagation condition and in congestion
· Operation with diverse and varying midhaul latencies

A flow control mechanism is illustrated in Figure 2. 
· In cell setup stage, maximum RLC buffer size is sent from DU to CU.
· DU sends data forward request to CU. Along with the data forward request, average RLC buffer size and the RLC buffer drain rate is sent to CU.
· Flow control algorithm computes the PDCP SDU size based on the reported RLC buffer size, maximum buffer size, and the minimum buffer size.
· Minimum buffer size is a design parameter.
· PDCP PDU is sent from CU to DU
· Independent schedulers in each of MCG/SCG will schedule the data depending on priorities and its radio conditions.
The data forward request may be event-driven based on RLC buffer status, or configured periodically.
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Figure 2: Flow control mechanism in HLS architecture (RLC N denotes the RLC for cell N)

The flow control framework described above allows implementation of advanced flow control algorithms. 
· Fair allocation of resource among nodes with different throughput capabilities is possible. PDCP SDUs sent to each node may be split proportionally among different nodes depending on throughput capability. 
· When the radio propagation condition improves for a particular node, buffer drain rate relative to the average buffer size will increase. During this period, flow control algorithm will increase the PDCP SDUs delivered to the RLC. 
· During periods of poor radio condition or congestion, buffer drain rate relative to the average buffer size will decrease. Flow control algorithm can decrease the PDCP SDU delivery to the RLC. 
· Buffer overrun/underrun may be avoided by adjusting the PDCP SDU delivery depending on the maximum and the minimum buffer sizes.

The flow control framework can handle broad range of scenarios without detailed reporting of radio condition, congestion, and instantaneous buffer size, and MAC scheduler.
Observation 2: A generic flow control framework allows fair utilization of radio resources among different technologies, layers, and carriers in various deployment scenarios and varying radio conditions.
4	Conclusion
In this contribution, we discussed flow control framework for Dual/Multi-Connectivity in CU-DU split architecture. Based on our observation, we make the following proposals:
Proposal 1: Agree on flow control framework for split bearer in HLS architecture
Proposal 2: Discuss/agree on interface functions and procedures for flow control via CU-DU interface
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