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Introduction
In RAN3#95bis enhancements of split option 2 for the support of fast centralized retransmission of lost PDUs have been discussed and the following agreement was captured:  
· “Enhancements of option 2 may support RLC PDU retransmission, if any”
After reaching this agreement, RAN3 has discussed the selection of one split option, between option 2 and option 3-1, for the normative work of Release 15 and the following agreement was achieved: 
· “RAN3 has decided to select Option 2 (based on centralised PDCP/RRC and distributed RLC/MAC/PHY) for normative work in Release 15. With this selection, RAN3 agreed to work on possible enhancements to Option 2 in order to address fast centralised retransmission of lost PDUs, in Release 15.” 
As reflected by this agreement, RAN3 could not decide on the enhancement for option 2 to adopt in Release 15. Therefore, the work on enhancements of option 2 for supporting the fast retransmission of lost PDUs should continue during normative work. In this paper, we present our proposed enhancement for option 2 for the fast centralized retransmission of lost PDUs. We provide simulation results proving the feasibility and the efficiency of our approach. We also provide a text proposal to capture the proposed enhancement in TS 38.401.  
Discussion
In this section we present our proposed enhancement to support fast centralized retransmission of lost PDUs in split option 2. First, we define the reference network scenario. Then, we provide a step-by-step description of the proposed procedure. Finally, we present simulation results that prove the feasibility and the efficiency of the proposed enhancement. 
Network scenario
We consider a scenario where a UE is connected to a radio link that is subject to temporary outage. We consider cases where the outage is relatively short (e.g., one or two seconds) where it may be beneficial to keep the “broken” radio link, but switch the transmission of UP traffic to other radio links with good radio performance. In these scenarios, the UP traffic that was unsuccessfully delivered to the UE via the “broken” link shall be centrally retransmitted via an alternative radio link. For the duration of the outage, UP traffic shall be transmitted via the alternative radio link. When the “broken” radio link resumes its correct functioning, UP traffic can be sent again via the original radio link, as before the outage.
There are three main use-cases that map to the scenario described above.  
1. Dual Connectivity (DC): 
1. A UE is connected to different DUs of the same CU, while one DU link is subject to failure
2. A UE is connected to different DUs of different CUs, while one DU link is subject to failure 
2. Mobility:
1. When CP and UP traffic is moved to a different protocol stack and transmission point, where the new transmission point may be part of the same node (intra-gNB or inter-DU) or a different node. The UE is served by one radio link at the time.
We believe that option 1.1 is a representative case and that any solution that enables centralised retransmission of lost UP traffic in configuration 1.1 would enable to address all other use-cases. For this reason, this paper considers configuration 1.1 as the reference use-case. 
Retransmission procedure
We divide the description of the retransmission procedure in two parts. The first part describes how to detect that a radio link is subject to temporary outage and how to perform the retransmission of the undelivered PDUs via another link. The second part describes how to restore the “original” radio link after the outage.     
Detection of the outage and retransmission of undelivered PDUs
Figure 1 shows a representation of use-case 1.1 described in previous section, where a UE is connected to two DUs and is served by two radio links. 
[image: ]
Figure 1: Graphic example of centralized retransmissions.
1) The serving DU1 monitors the radio link conditions to the UE (e.g., based on measurement reports, CQI feedback, UL measurements, HARQ ACK/NACK ratios, RLC status reports). The DU1 may discover that the radio link to the UE is temporarily unusable. DU1 is responsible for the radio link toward the UE and it should be able to identify the outage quickly.
2) DU1 hosts a copy of RLC SDUs due to the need to perform ARQ retransmissions. Each RLC SDU is derived from a PDCP PDU. DU1 is therefore able to maintain a mapping of the PDCP PDU SN corresponding to each maintained copy of RLC SDUs. 
3) Once DU1 assesses that the radio link is in temporary outage, it sends a message to the CU. Such message notifies the CU that the radio link is in temporary outage and that UP traffic should be sent to the UE via a different radio link. At the same time, the message notifies the CU of the PDCP PDU SNs corresponding to RLC SDUs that have been either partially or totally undelivered. The latter information indicates to the CU which PDCP PDUs, containing the undelivered RLC PDUs, shall be retransmitted to the UE.
4) The CU maintains a copy of PDCP PDUs delivered to DU1. This is possible already in LTE-DC and it is due to flow control functions. Once the CU receives signalling from DU1, CU shall decide on which other radio link it should forward UP traffic for the UE. It is assumed that the CU knows, e.g. via UE measurement reports, that a second radio link served by a different DU (DU2) is available. The CU can therefore decide to forward to DU2 the incoming UP traffic for the UE as well as to forward the PDCP PDUs with SNs indicated by DU1.
5) From this moment on the UE will receive UP traffic only via DU2 and it will receive the PDCP PDUs containing all the RLC PDUs that were unsuccessfully delivered via DU1.
Restoration of the radio link after outage
Figure 2 shows the steps a solution could take to resume UP traffic transmission to the original configuration before radio link outage. The figure continues the steps described in Figure 1.
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Figure 2: Graphic example for restoration of the radio link after outage.
6) When the radio link over DU1 regains good enough radio quality for successful data delivery the CU can resume data forwarding to DU1. Such event may be triggered in different ways, for example by means of UE measurements or by means of attempted transmissions over DU1. 
7) Once UP data forwarding is resumed from the CU to DU1, DU1 resumes over the air transmission of traffic to the UE. 
Signalling chart
Below is a signalling chart summarizing the steps of the proposed enhancement for fast centralized retransmission of lost PDUs.
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Proposal 1	RAN3 is kindly asked to agree that the proposed procedure allows for the fast centralized retransmission of lost PDUs using split option 2. 
Simulation results
This section shows simulation results proving the feasibility and efficiency of the solutions described above. The scenario is the same as described above. It is worth noting that in the simulations the UE is served by only one DU at any point in time, i.e., either DU1 or DU2. For more details about the simulation assumptions, the reader is referred to [1].
Figure 3 shows the TCP traces for UP traffic transmission before, during and after the event of radio link outage. The traces represent the aggregate amount of received data as a function of the time, during a 5 MB FTP file transfer over a TCP connection. The traces are taken for the following different cases:
· Case 1: ideal case where no radio link outage occurs;
· Case 2: radio link outage followed by the switch of UP traffic to a new radio link, but without the retransmission of lost PDUs;
· Case 3: radio link outage followed by PDCP-PDU retransmission without the support of information from PDCP Status Report from the UE;
· Case 4: radio link outage followed by PDCP-PDU retransmission with the support of information from PDCP Status Report from the UE.
Figure 3 shows the TCP traces for the above four cases. 
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Figure 3: TCP traces for cases 1-4.
The following can be deduced from the figure:
· Case 2: In case of radio link outage followed by a switch of UP traffic to a new radio link, but without any retransmission of lost data, the overall delay for completion of file transmission when compared to the ideal case is significant, i.e., ~20% longer file transfer time as shown Figure 3. This is because the lack of lost data retransmission causes the PDCP reordering timer expiration and it exposes the data loss to the TCP protocol, which reacts by triggering congestion control mechanisms. This reduces substantially the UP throughput.
· Case 3: If the DU in outage and the CU determine, without support of a PDCP Status Report from the UE, which PDCP PDUs to retransmit via the second path, the overall delay for completion of file transmission when compared to the ideal case is in the order of ~25 ms in the simulations shown in Figure 3. Such delay is caused by the fact that the CU retransmits some PDCP PDUs that have been received by the UE via the DU in outage. 
· Case 4: If the CU determines which PDCP PDUs to retransmit based on the information reported by the UE via PDCP Status Report, the overall delay for completion of file transmission when compared to the ideal case is in the order of ~8 ms as shown in Figure 3. The delay is reduced with respect to case 3, because the PDCP Status Report contains a list of PDCP PDUs that the UE has not received. The CU uses this information to retransmit only the PDCP PDUs that have not been received at the UE. In this case, there is a sudden increase in received TCP payload after switching to the DU2. This is due to the CU waiting to receive a PDCP Status Report before retransmitting at once all the PDCP PDUs needed. This case appears to be the best in terms of performance and in cases where resource availability is constrained. It should be noted that the CU started scheduling new data (not previously transmitted via DU1) to the UE while waiting for the PDCP status report from the UE. This is possible since the PDCP RX in the UE performs re-ordering. This approach is beneficial because it allows to maintain full utilization of the radio link between DU2 and UE. 
It should be noticed that for both cases 3 and 4 the impact of the outage on the overall performance is very small. Namely, additional file transfer delays of 8 ms and 20 ms over an overall file transfer of 610 ms are observed. This corresponds to a drop in performance of ~3% and ~1% for cases 3 and 4 when compared to the ideal case 1, where there is no outage. The proposed procedure for fast centralized retransmission of lost PDUs (cases 3 and 4) allows to recover from a radio link outage with almost negligible impact on the end-to-end TCP performance.
Proposal 2	RAN3 is kindly asked to agree that proposed procedure for fast centralized retransmission of lost PDUs allows to recover from temporary radio link outage, while ensuring almost negligible impact on the end-to-end TCP performance.
Proposal 3	RAN3 is kindly asked to agree with the text proposal in Annex I and the pCR in R3-171729.
Conclusion
In this contribution we propose and evaluated a procedure for the fast centralized retransmission of lost PDUs using split option 2. We advanced the following proposals: 
Proposal 1	RAN3 is kindly asked to agree that the proposed procedure allows for the fast centralized retransmission of lost PDUs using split option 2. 
Proposal 2	RAN3 is kindly asked to agree that proposed procedure for fast centralized retransmission of lost PDUs allows to recover from temporary radio link outage, while ensuring almost negligible impact on the end-to-end TCP performance.
Proposal 3	RAN3 is kindly asked to agree with the text proposal in Annex I and the pCR in R3-171729.
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Annex I: TP for 38.401
[bookmark: _GoBack]In this Annex we provide a TP for TS 38.401 to capture the procedure described above.
Start of Text Proposal for TS 38.401
F1-C functions
[…]
5.2.x Centralized retransmission of lost PDUs
This function allows to perform the retransmission of the PDUs that were not delivered by a DU (DU1), e.g., because the radio link served by DU1 is subject to temporary outage, via another DU (DU2) with a well-functioning radio link toward the UE. 
DU1 shall detect the outage (e.g., based on measurement reports, CQI feedback, UL measurements, HARQ ACK/NACK ratios, RLC status reports). DU1 shall inform the CU about the outage and about the PDCP PDU SNs corresponding to RLC SDUs that have been either partially or totally undelivered. The CU shall decide on which other DU (DU2) with well-functioning radio link to forward traffic to the UE. The CU may take this decision based on, e.g., UE measurement reports. The CU shall forward to DU2 the incoming UP traffic for the UE as well as PDCP PDUs with SNs indicated by DU1. The CU shall monitor the radio link served by DU1. If the radio link served by DU1 starts functioning, the CU may decide to start sending again UP traffic through DU1. 
End of Text Proposal for TS 38.401
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