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1. Introduction
This contribution discuss the following open point.

	X.8
	Whether one gNB-DU can be connected with multiple gNB-CUs is FFS (e.g. by pooling concept), thus architecture for gNB-CU and gNB-DU is also FFS.


2. Discussion
It has been in the more or less common understanding, or more like concrete agreement that a gNB-CU can serve multiple DUs. Figure 1 depict the architectural as has been captured in TR38.801. 
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Figure 1: F1 interface architectural aspect
Motivation of one gNB-DU connect with multiple gNB-CUs (here we call it F1-Flex)
It is understood that one of the motivation of having the F1-Flex is to reduce the risk of single point of failure. The single point of failure is understood that, in a relatively wide area that may serve high number of cells, if the CU is not able to provide service then the unavailability impact is huge. 
It is firstly thought that, single point of failure does not necessary need to be solved by standardization. For example redundancy implementation can be one of the possibility to reduce the risk of single point of failure.
Observation 1: Single point of failure does not necessary need to be solved by standardization. For example redundancy implementation can be one of the possibility to reduce the risk of single point of failure.

Some other motivation of having the F1-Flex may be for (take the MME pool as an example):
· load balancing 
· mobility signalling traffic reduction e.g. inter nodes mobility does not necessary need to initiate the update signalling or handover signalling
If these will be the motivation and the requirements, those functions that to support the S1-Flex in LTE will be possibly needed i.e. the function similar with the NAS node Selection Function, which will then become “CU node Selection Function” for inactive mode. In order to do this, the basic consequence is that, the DU need to look at the first RRC message from the UE in order to know which CU node it need to contact. RRC is to be only in CU and RRC does not exist in DU.
There may be other needs to consider the mobility during connected mode. Its consequence will then be to consider the pool identity in case for inter-pool for the Inactive mode. The Cell-ID may be also need to consider the pool identity for the purpose of inter-pool mobility.
Further, the working assumption that was taken in RAN3#95bis may not be valid i.e. the”WA Internal structure of the gNB is not visible to the CN and to other RAN nodes (and the UE and FMC and the WLAN)”, because, the DU will need to be visible to other CU. 
3. Conclusion and Proposal
This contribution discuss the motivation of having one gNB-DU connect with multiple gNB-CUs (here we call it F1-Flex). 
Observation 1: Single point of failure does not necessary need to be solved by standardization. For example redundancy implementation can be one of the possibility to reduce the risk of single point of failure.

Proposal 1: it is proposed to consider the consequences if to have one gNB-DU connect with multiple gNB-CUs
Proposal 2: it is proposed to capture TP to draft 38.401.
10.2.1.1
Architecture for gNB-CU and gNB-DU
Editor’s note: Whether one gNB-DU can be connected with multiple gNB-CUs is FFS (e.g. by pooling concept), thus architecture for gNB-CU and gNB-DU is also FFS. If function such as CU Node Selection Function will be needed then DU need to understand the RRC ASN.1, which should be avoided.
PAGE  
1

_1554204190.vsd
gNB-CU


gNB-DU


gNB-DU


F1-C


F1-U



