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1	Introduction
At last RAN3#95bis meeting, RAN3 received an LS from SA2 in [3] asking RAN3 about the support of a dual connectivity scenario in 5GS with flows of a same PDU session sent by the UPF towards MN (Master Node) and SN (Secondary Node) simultaneously.
At the same time RAN2 was discussing this same scenario and agreeing to support it. More precisely, the dual connectivity was discussed in RAN2#97bis based on [4] and the following agreements were captured into meeting notes [Draft_RAN2-97bis_Final_Report_v1]. 
Agreements
1	NR/NR DC should support that different QoS flows of the same PDU session can be mapped to MgNB and SgNB. 
2	In the case of NR/NR DC where different QoS flows of the same PDU session are mapped to MgNB and SgNB then there is one SDAP entity in the MgNB and one in SgNB for that PDU session.

This contribution discusses the support of this scenario from RAN3 standpoint and the “granularity” of a user data offloading to SN from NG and Xn perspective. 

2	Offloading granularity
2.1	PDU Session level offloading over NG
The basic support of Dual Connectivity scenario in 5GS for NR-NR DC but also for scenarios 4A and 7A is to offload all traffic of a PDU session over NG interface from MgNB towards SgNB as presented in the figure 1 below.
In this scenario PDU session consists of four QoS flows (1…4), which are mapped to two DRBs (DRB1 and DRB2)
And the PDU session is entirely offloaded to the SN with splitting in the UPF. This scenario can be supported without effort given that:
· from the MN perspective, this corresponds to the transfer of complete DRBs given that the traffic over a given DRB cannot be shared from different PDU sessions. In the example below all the traffic of PDU session is carried over DRB 1 and DRB2 and complete DRBs are offloaded over to SN via Xn SgNB Addition Procedure.
· From the UPF perspective this corresponds to switching the tunnel endpoint of PDU session from MN over to SN which can easily be done using the PDU Session Modification Indication procedure.
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Figure1: PDU Session level offloading over NG
Proposal 1: support the offload at PDU session granularity over NG interface.

2.2	QoS flow level offloading over NG
There are useful scenarios where the MN wants to offload only some of the DRBs which supports a PDU session over Xn interface. For example, in the scenario presented below the MN supports one PDU session with four QoS flows served over two DRBs:
· The traffic of QoS flows 1 & 2 is sent over DRB1,
· The traffic of QoS flows 3 & 4 is sent over DRB2. 
The MN decides to offload only the traffic of the DRB2 towards SN. This scenario can be supported with little effort given that:
· from the MN perspective, this corresponds to the transfer over Xn of a complete DRB. In the example below all the traffic of DRB2 is offloaded over to SN via Xn SgNB Addition Procedure.
· From the UPF and NG perspective this corresponds to splitting the traffic towards two tunnel endpoints instead of one i.e. traffic for QoS flows 1 & 2 should be sent to MN tunnel endpoint and traffic for QoS flows 3 & 4 should be sent to SN tunnel endpoint.
As said before, the modification above has been agreed by RAN2. It requires to have one tunnel endpoint per PDU session for a given gNB-UPF pair. Each QoS flow of the PDU session should be assigned one of these two tunnel endpoints. In the example below, after the offloading:
· QoS Flows 1 & 2 are assigned the tunnel endpoint of MN,
· QoS Flows 3 & 4 are assigned the tunnel endpoint of SN. 
NOTE: it is important to note that this should not break the model of one tunnel per PDU session. More precisely the support of the above scenario does not require one tunnel per QoS flow but simply one tunnel per PDU session for any given pair gNB-UPF.
Observation 1: the offload of only some but not all of the QoS flows of a PDU session does not break the relation of one tunnel per PDU session over NG because the relation was supposed to be understood in the context of the traffic exchanged between a gNB-UPF pair. 
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Figure2: QoS flow level offloading over NG (complete DRB transfer over Xn)

From MN perspective the Figure 2 corresponds to transferring over Xn at the DRB granularity, where complete DRB (DRB2) is relocated to SN. The DRB level offloading over Xn is practically a DRB specific hand over, when agreed principles of inter gNB hand over can be applied. The MN signals the DRB configuration to the SN in a preparation phase. The Xn tunnel for data forwarding can be established between the MN and SN and the PDCP SN status can be transferred in preparation phase for ensuring lossless, in-sequence offloading without duplicate packets to upper layers.  
From the NG perspective, DRBs are not visible and this transfer of DRBs is just seen as an offload at the QoS flow granularity.
Observation 2: when offloading at DRB level over Xn lossless operation can be supported preserving the in-sequence delivery and avoiding the duplications to upper layers. This is seen only as a QoS flow offload from NG and UPF perspective. 
The scenario of complete DRB transfer presented in this section is useful because some DRBs of a given PDU session may be candidate to offload while not other DRBs of this same PDU session. For example, if the PDU session has a IMS sig/voice flow mapped on DRB1 and a IMS video/screen sharing flow mapped on DRB2 it makes sense to offload DRB2 but not DRB1.
The scenario has also been agreed to be supported by RAN2. For these two reasons we propose:
Proposal 2: agree to support the offload at QoS Flow level granularity over NG.
It is also proposed that RAN3 sends an answer to SA2 LS received in [3] with these proposals.
Proposal 3: agree the LS response in [5] towards SA2, RAN2. 


Conclusion and Summary
Proposal 1: support the offload at PDU session granularity over NG.
Observation 1: the offload of only parts of the QoS flows of a PDU session does not break the relation of one tunnel per PDU session over NG because the relation was supposed to be understood in the context of the traffic exchanged between a gNB-UPF pair. 
Observation 2: when offloading at DRB level over Xn lossless operation can be supported preserving the in-sequence delivery and avoiding the duplications to upper layers. This is seen only as a QoS flow offload from NG and UPF perspective. 
Proposal 2: agree to support the offload at QoS Flow level granularity over NG.
Proposal 3: agree the LS response in [5] towards SA2, RAN2 and the text proposal in [6] for TS 37.340.
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