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1
Introduction
This document consolidates the TS 38.300 text proposals agreed during RAN3#95bis:
-
R3-171147 ( for clause 9 (Mobility)
-
R3-171390 ( for clause 4.3 (Network Interfaces)
-
R3-171330 ( for clause 3.1 (Abbreviations) and 4.3 (Network Interfaces)
-
R3-171395 ( for clause 16.3 (Network Slicing)
-
R3-171353 ( for clause 16.3 (Network Slicing)
-
R3-171336 ( for clause 16.1 (Self-Configuration and Self-Optimisation)
-
R3-171398 ( for clause 9 (Mobility)
-
R3-171399 ( for clause 9 (Mobility)
-
R3-171391 ( for clause 9 (NG Identities)
-
R3-171392 ( for clause 4.2 (Functional Split)
-
Note: R3-171344 has been retargeted to TS 37.340 where dual connectivity stage 2 details are captured.
In addition, the following agreements should be reflected in TS 38.300 as appropriate:

-
NG-C/U name is confirmed for the itf between NG-RAN and 5GC
Note: As declared by the RAN3 Chairman during the meeting, the TS 38.300 rapporteur may adapt/modify text proposals, e.g. to align with the terminology, scope, structure and targeted level of detail of TS 38.300.  RAN3 can review such adaptations (if any) in the next version of TS 38.300.

2
Text Proposal for TS 38.300
Change from R3-171330 (for clause 3.1 Abbreviations)
3.1
Abbreviations

Xn-C
Xn-Control plane

Xn-U
Xn-User plane

Change from R3-171392 (for clause 4.2 Functional Split)
4.2
Functional Split

The gNB hosts the following functions: 

-
Functions for Radio Resource Management: Radio Bearer Control, Radio Admission Control, Connection Mobility Control, Dynamic allocation of resources to UEs in both uplink and downlink (scheduling);

-
IP header compression, encryption of user data stream and integrity protection;

-
Selection of an AMF at UE attachment when no routing to an AMF can be determined from the information provided by the UE;

-
Routing of User Plane data towards UPF(s);
-
Routing of Control Plane information towards AMF;

-
Connection setup and release;
-
Scheduling and transmission of paging messages (originated from the AMF);

-
Scheduling and transmission of system broadcast information (originated from the AMF or O&M);

-
Measurement and measurement reporting configuration for mobility and scheduling;
-
Transport level packet marking in the uplink;
-    Session Management;
-
Support of Network Slicing;

-
QoS Flow management and mapping to data radio bearers;
 -
Support of UEs in inactive mode;
-
Distribution function for NAS messages;

-
NAS node selection function;
-
Radio access network sharing;

-
Dual Connectivity;

-
Tight interworking between NR and E-UTRA.
The AMF hosts the following main functions (see 3GPP TS 23.501 [3]):
-
NAS signalling termination;

-
NAS signalling security;

-
AS Security control;

-
Inter CN node signalling for mobility between 3GPP access networks;

-
Idle mode UE Reachability (including control and execution of paging retransmission);

-
Registration Area management;


-
Support of intra-system and inter-system mobility;
-
Access Authentication;

-
Access Authorization including check of roaming rights;
-
Mobility management control (subscription and policies); 

-
Support of Network Slicing; 
-     SMF selection.
The UPF hosts the following main functions (see 3GPP TS 23.501 [3]):
-
Anchor point for Intra-/Inter-RAT mobility (when applicable);

-
External PDU session point of interconnect to Data Network;

-
Packet routing & forwarding;

-
Packet inspection and User plane part of Policy rule enforcement;

-
Traffic usage reporting;

-
Uplink classifier to support routing traffic flows to a data network;

-
Branching point to support multi-homed PDU session;

-
QoS handling for user plane, e.g. packet filtering, gating, UL/DL rate enforcement;

-
Uplink Traffic verification (SDF to QoS flow mapping);


-
Downlink packet buffering and downlink data notification triggering.

The Session Management function (SMF) hosts the following main functions (see 3GPP TS 23.501 [3]):
-
Session Management;

-
UE IP address allocation and management;

-
Selection and control of UP function;

-
Configures traffic steering at UPF to route traffic to proper destination;

-
Control part of policy enforcement and QoS;

-
Downlink Data Notification.

This is summarized on the figure below where yellow boxes depict the logical nodes and white boxes depict the main functions.
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Figure 4.2-1: Functional Split between NG-RAN and 5GC

Change from R3-171390 (for clause 4.3 Network Interfaces)
X
NG Interface

X.1
NG Control Plane
The NG control plane interface (NG-C) is defined between the gNB/eNB and the AMF. The control plane protocol stack of the NG interface is shown on Figure X.1-1. The transport network layer is built on IP transport. For the reliable transport of signalling messages, SCTP is added on top of IP. The application layer signalling protocol is referred to as NG-AP (NG Application Protocol).
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Figure X1-1: NG Interface Control Plane
The SCTP layer provides the guaranteed delivery of application layer messages.
In the transport, IP layer point-to-point transmission is used to deliver the signalling PDUs.
X.2

NG User plane

The NG user plane (NG-U) interface is defined between the gNB/eNB and the UPF. The NG-U interface provides non guaranteed delivery of user plane PDUs between the gNB/eNB and the UPF. The protocol stack for NG-U is shown in Figure x.2-1. The transport network layer is built on IP transport and GTP-U is used on top of UDP/IP to carry the user plane PDUs between the gNB/eNB and the UPF.
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Figure X.2-1: NG-U protocol structure

X.3
NG Interface Functions

NG-C interface provides following functions:

· Interface management: The functionality to manage the NG-C interface; 
· UE context management
: The functionality to manage the UE context between the NG RAN and 5GC;
· UE mobility management: The functionality to manage the UE mobility for connected mode between the NG RAN and 5GC; 
· Transport of NAS messages: procedures to transfer NAS messages between the 5GC and UE;
· Paging: The functionality to enable the 5GC to generate Paging messages sent to the NG RAN and to allow the NG RAN to page the UE in RRC_IDLE state;
· PDU Session Management: The functionality to establish, manage and remove PDU sessions and respective NG RAN resources that are made of data flows carrying UP traffic.  
· Configuration Transfer: the functionality to transfer the NG RAN configuration information (e.g. transport layer addresses for establishment of Xn interface) between two NG RAN nodes via the 5GC.
· Warning Message Transmission: This functionality provides the means to start and overwrite the broadcasting of warning message (FFS)
Change from R3-171330 (for clause 4.3 Network Interfaces)
Y
 Xn Interface
Editor’s Note:
the node name in this section is FFS.
Y.1
Xn User plane

The Xn User plane (Xn-U) interface is defined between two gNBs, between gNB and eNB connecting to 5GC, between two eNBs connecting to 5GC. The Xn-U interface provides non guaranteed delivery of user plane PDUs. The user plane protocol stack on the Xn interface is shown in Figure Y.1-1. The transport network layer is built on IP transport and GTP-U is used on top of UDP/IP to carry the user plane PDUs.
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Figure Y.1-1: Xn Interface User Plane
Y.1.1
Xn-UP Functions

The Xn-U interface supports the following functions:

-
Data forwarding;

-
Flow control.

Y.2
Xn Control Plane

The Xn control plane interface (Xn-C) is defined between two gNBs, between gNB and eNB connecting to 5GC, between two eNBs connecting to 5GC. The control plane protocol stack of the Xn interface is shown on Figure Y.2-1. The transport network layer is built on SCTP on top of IP. The application layer signalling protocol is referred to as Xn-AP (Xn Application Protocol).
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Figure Y.2-1: Xn Interface Control Plane
The SCTP layer provides the guaranteed delivery of application layer messages.
In the transport IP layer point-to-point transmission is used to deliver the signalling PDUs.
Y.2.1
Xn-CP Functions
The Xn-C interface supports the following functions:

-
Xn interface management and error handling: The functionality to manage the Xn-C interface;
-
Mobility support for UE in CM-CONNECTED: The functionality to manage the UE mobility for connected mode between nodes in the NG RAN; 
-
Dual connectivity: The functionality to enable usage of additional resources in a secondary node in the NG RAN.

Change from R3-171391 (for clause 8 NG Identities)
X.X
Network entity related Identities

Editor’s Note: The text in this section is FFS.

The following identities are used in NG-RAN for identifying a specific network entity, TS 38.413 [xx]:

-
AMF Identifier: used to identify an AMF.
Editor’s Note:
This is a placeholder and should be defined following input from SA2.
-
NG-RAN Cell Global Identifier (NCGI): used to identify cells globally. The NCGI is constructed from the PLMN identity the cell belongs to and the Cell Identity (CI) of the cell.
Editor’s Note:
The format and definition of NCGI are FFS (and require input from RAN2).
Editor’s Note:
Specification of the PLMN part of the NCGI is FFS.

Editor’s Note:
It is assumed that the E-UTRA Cell Identification as defined for E-UTRAN is also used within NG-RAN. Definition of the NR Cell Identification is FFS.

-
gNB Identifier (gNB ID): used to identify gNBs within a PLMN. 
Editor’s Note:
The definition of gNB ID, and the relationship between gNB ID and NCGI is FFS.
Editor’s Note: 
The definition of the gNB ID is related to the architecture definition.
Editor’s Note: 
Whether and how to support and how to specify flexible length gNB IDs is FFS.

Editor’s Note:
 How to use the gNB ID in the context of mobility in RRC_INACTIVE and the corresponding identification of the UE Context (“Resume ID”) has to be discussed. This also contains discussions on possible size limitations of the “Resume ID”.

-
Global gNB ID: used to identify eNBs globally. The Global gNB ID is constructed from the PLMN identity the gNB belongs to and the gNB ID. The MCC and MNC are the same as included in the NG-RAN Cell Global Identifier (NCGI).
Editor’s Note:
The definition of Global gNB ID is FFS. 
Editor’s Note:
Specification of the PLMN part of the Global gNB ID is FFS
-
Tracking Area identity (TAI): used to identify tracking areas. The TAI is constructed from the PLMN identity the tracking area belongs to and the TAC (Tracking Area Code) of the Tracking Area.
Editor’s Note:
It is FFS and subject to SA2 whether TAIs in the NG-RAN have the same format (or share same ID space) as TAIs in E-UTRAN.

-
CSG identity (CSG ID): used to identify a CSG within a PLMN.
Editor’s Note:
Temporary Placeholder - to be deleted in the absence of any system requirements.
-
Single Network Slice Selection Assistance information (S-NSSAI): identifies a network slice.

Editor’s note:

The format of the S-NSSAI is FFS subject to SA2.
Change from R3-171398 (for clause 9 Mobility)
X Mobility

X.X
Roaming and Access Restrictions

Editor’s note: the description detail needs further check, e.g., whether more restriction information is needed.
The roaming and access restriction information for a UE includes information on restrictions to be applied for subsequent mobility action during CM-CONNECTED state. It may be provided by the AMF and also may be updated by the AMF later. 
It includes the forbidden RAT, the forbidden area and the service area restrictions as specified in 23.501. It also includes serving PLMN and may include a list of equivalent PLMNs. 
Upon receiving the roaming and access restriction information for a UE, if applicable, the gNB should use it to determine whether to apply restriction handling for subsequent mobility action, e.g., handover, redirection.

If the roaming and access restriction information is not available for a UE at the gNB, the gNB shall consider that there is no restriction for subsequent mobility actions.
The received roaming and access restriction information should be propagated over Xn by the source gNB during Xn handover. 
Change from R3-171399 (for clause 9 Mobility)
x.y
Mobility Management in CM-CONNECTED
Editor’s Note: Details to be added
x.y.z
Support of RRC_INACTIVE
Editor’s Note: Details to be added
x.y.z.3
UE triggered transition from RRC_INACTIVE to RRC_ACTIVE 
Editor’s Note: some general text to be provided, mainly from RAN3. RRC signalling is FFS. 
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Figure x.y.z.3-1: UE triggered transition from RRC_INACTIVE to RRC_ACTIVE
1.
The UE resumes from RRC_INACTIVE, providing the Resume ID, allocated by the old gNB.

Editor’s Note: Applicability of the term Resume ID for NG RAN is pending RAN2.
2.
The new gNB, if able to resolve the gNB identity contained in the Resume ID, requests the old gNB to provide UE Context data.
Editor’s Note: Applicability of the term Resume ID for NG RAN is pending RAN2.
3.
The old gNB provides UE context data

4.
The new gNB completes the resumption of the RRC connection

5.
If loss of DL user data buffered in the old serving gNB shall be prevented, the new gNB provides forwarding addresses.

6./7. The new gNB performs path switch

8. The new gNB triggers the release of the UE resources at the old gNB.
Editor’s Note: more details to be added.

x.y.z.5
Network triggered transition from RRC_INACTIVE to RRC_ACTIVE
Editor’s Note: some general text to be provided, mainly from RAN3
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Figure x.y.z.3-1: Network triggered transition from RRC_INACTIVE to RRC_ACTIVE
1.
A RAN paging trigger event occurs (incoming DL user plane, DL signalling from the 5G CN, etc.)

2.
RAN paging is triggered; either only in the cells controlled by the serving gNB or also by means of Xn RAN Paging, in other gNBs, being member of the RAN Paging area the UE is registered with.

3.
The UE is paged with an NG RAN allocated UE identity.

Editor’s Note: Details are FFS.
4.
If the UE has been successfully reached, it attempts to resume from RRC_INACTIVE, as described in other sections.
Editor’s Note: more details to be added.

Change from R3-171147 (for clause 9 Mobility)
x.y
Mobility Management in CM-CONNECTED
Editor’s Note: Details to be added
x.y.1
Handover

Editor’s Note: Details to be added
x.y.1.1
C-plane handling

The intra-NR RAN handover performs the preparation and execution phase of the handover procedure performed without involvement of the 5G CN, i.e. preparation messages are directly exchanged between the gNBs. The release of the resources at the source gNB during the handover completion phase is triggered by the target gNB. The figure below depicts the basic handover scenario where neither MF nor any involved UPF changes:
Editor’s Note: probably more details to be added
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Figure x.y.1.1-1: Intra-5G-System Xn based handover – basic message flow

0.
The UE context within the source gNB contains information regarding roaming and access restrictions which were provided either at connection establishment or at the last TA update.

1.
The source gNB configures the UE measurement procedures and the UE reports according to the measurement configuration.
Editor’s Note: more details to be added by RAN2
2.
The source gNB decides to handover the UE, based on MEASUREMENT REPORT and RRM information.

3.
The source gNB issues a HANDOVER REQUEST message to the target gNB passing necessary information to prepare the HO at the target side 

Editor’s Note: more details to be added by RAN2 and RAN3
4.
Admission Control may be performed by the target gNB.

Editor’s Note: more details to be added by RAN2 and RAN3
5.
The target gNB prepares HO with L1/L2 and sends the HANDOVER REQUEST ACKNOWLEDGE to the source gNB.

Editor’s Note: more details to be added by RAN2 and RAN3
Steps 6 to 12 provide means to avoid data loss during HO and are further detailed in <references>.

6.
The target gNB generates the RRC message to perform the handover.

Editor’s Note: more details to be added by RAN2
7.
The source gNB sends the SN STATUS TRANSFER message to the target gNB.

Editor’s Note: more details to be added by RAN2 and RAN3
8.
The UE synchronises to the target cell and completes the RRC handover procedure.

Editor’s Note: more details to be added by RAN2
9.
The target gNB sends a PATH SWITCH REQUEST message to AMF to trigger the 5G CN to switch the DL data path towards the target gNB and to establish an NG-C interface instance towards the target gNB.
10.
The 5G CN switches the DL data path towards the target gNB
Editor’s Note: more details to be added by RAN3, probably with input from SA2. (The internal 5G CN structure is only depicted by the AMF and an “UPF(s)” entity.)
11.
The AMF confirms the PATH SWITCH REQUEST message with the PATH SWITCH REQUEST ACKNOWLEDGE message.

12.
By sending the UE CONTEXT RELEASE message, the target gNB informs the source gNB about the success of HO and triggers the release of resources by the source gNB. The target gNB sends this message after the PATH SWITCH REQUEST ACKNOWLEDGE message is received from the AMF.

Upon reception of the UE CONTEXT RELEASE message, the source gNB can release radio and C-plane related resources associated to the UE context. Any ongoing data forwarding may continue.
Change from R3-171336 (for clause 16.1 Self-Configuration and Self-Optimisation)
X
Support for self-configuration and self-optimization of gNBs
X.1
Definitions

Editor’s Note: text similar to section 22.1 of 36.300. Needs to be probably revisited
X.2
UE Support for self-configuration and self-optimisation

Editor’s Note: text similar to section 22.2 of 36.300. Needs to be probably revisited.
X.3
Self-configuration

X.3.1
Dynamic configuration of the NG-C interface

X.3.1.1
Prerequisites

The following prerequisites are assumed:

-
An initial remote IP end point to be used for SCTP initialisation is provided to the gNB for each AMF the gNB is supposed to connect to.

How the gNB gets the remote IP end point(s) and its own IP address are outside the scope of this specification.

Editor’s Note: further NG-C functions, like provision of further AMF pool information and other concepts that may come from SA2 are FFS.
X.3.1.2
SCTP initialization

Editor’s Note: This is a place holder, text similar to section 22.3.1.2 of 36.300.
X.3.1.3
Application layer initialization

Once SCTP connectivity has been established, the gNB and the AMF shall exchange application level configuration data over the NG-C application protocol with the NG Setup Procedure, which is needed for these two nodes to interwork correctly on the NG interface.

-
The gNB provides the relevant configuration information to the AMF, which includes list of supported TA(s), etc.

-
The AMF provides the relevant configuration information to the gNB, which includes PLMN ID, etc.

-
When the application layer initialization is successfully concluded, the dynamic configuration procedure is completed and the NG-C interface is operational.

Editor’s Note: text similar to TS 36.300 seems to be sufficient description on that level, further input is FFS.
X.3.2
Dynamic Configuration of the Xn interface

X.3.2.1
Prerequisites

The following prerequisites are necessary:

-
An initial remote IP end point to be used for SCTP initialisation is provided to the gNB.

X.3.2.2
SCTP initialization

Editor’s Note: This is a place holder, text similar to section 22.3.2.2 of TS 36.300.
X.3.2.3
Application layer initialization

Once SCTP connectivity has been established, the gNB and its candidate peer gNB are in a position to exchange application level configuration data over the Xn application protocol needed for the two nodes to interwork correctly on the Xn interface.

Editor’s Note: Note, that Xn Setup would have to cater for E-UTRA and NR RAT. This may also be expected to be reflected in the definition of the gNB ID. 
Another aspect is the fact that one cell of a certain RAT may have neighbours from 2 different RATs.
Also the current mandate of reporting *all* served cells might need to be revisited.
Further details are FFS.
X.3.3
Automatic Neighbour Relation Function

X.3.3.1
General

The purpose of the Automatic Neighbour Relation (ANR) function is to relieve the operator from the burden of manually managing Neighbour Relations (NRs). 

Editor’s Note: Further details FFS, text similar to section 22.3.2a of TS 36.300.
X.3.3.2
Intra-system – intra NR Automatic Neighbour Relation Function
Editor’s Note: If PCI concept is inherited by NR (and there is some likelihood that this is the case), probably this chapter can be merged with the intra-E-UTRA chapter. Expected to contain similar text (apart from interface and RAT specific adaptations) section 22.3.3 of TS 36.300.
X.3.3.3
Intra-system – intra E-UTRA Automatic Neighbour Relation Function

Editor’s Note: Expected to contain the  text similar as section 22.3.3 of TS 36.300.
X.3.3.4
Intra-system – inter RAT Automatic Neighbour Relation Function
Editor’s Note: This could be a short chapter describing the necessity for UEs to report inter-RAT neighbours within the NG RAN. 
X.3.3.5
Inter-system Automatic Neighbour Relation Function
Editor’s Note: This chapter to show inter-RAT (NR-E-UTRA) and intra-RAT (E-UTRA – E-UTRA) ANR between NG-RAN and E-UTRAN (only). 
X.3.6
Xn-C TNL address discovery

X.3.6.1
Xn-C TNL address discovery of candidate gNB via the NG interface

If the gNB is aware of the gNB ID of the candidate gNB (e.g. via the ANR function) but not of a TNL address suitable for SCTP connectivity, then the gNB can utilize the 5G CN (an AMF it is connected to) to help resolving the TNL address.  

Editor’s Note: Text, similar to TS 36.300 is expected.
Change from R3-171353 (for clause 16.3 Network Slicing)
X     RAN support of Network Slicing

X.1
General Principles and Requirements

In this sub clause, the general principles and requirements related to the realization of network slicing in the NG RAN are given.

Network Slicing is a concept to allow differentiated treatment depending on each customer requirements. With slicing, it is possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions. 

NSSAI (Network Slice Selection Assistance Information) includes one or more S-NSSAIs (Single NSSAI). Each network slice is uniquely identified by a S-NSSAI, as defined in TR 23.799 [X]. 

The following key principles apply for support of Network Slicing in NG RAN:

RAN awareness of slices
-
NG RAN supports a differentiated handling of traffic for different network slices which have been pre-configured. How NG RAN supports the slice enabling in terms of NG RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

Selection of RAN part of the network slice
-
NG RAN supports the selection of the RAN part of the network slice, by assistance information provided by the UE or the 5GC which unambiguously identifies one or more of the pre-configured network slices in the PLMN. 

Resource management between slices
-
NG RAN supports policy enforcement between slices as per service level agreements. It should be possible for a single NG RAN node to support multiple slices. The NG RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

Support of QoS
-
NG RAN supports QoS differentiation within a slice.

RAN selection of CN entity
-
For initial attach, the UE may provide assistance information to support the selection of an AMF. If available, NG RAN uses this information for routing the initial NAS to an AMF. If the UE does not provide any such information the NG RAN sends the NAS signalling to a default AMF. 
-
For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the 5GC, to enable the NG RAN to route the NAS message to the appropriate AMF as long as the Temp ID is valid (NG RAN is aware of and can reach the AMF which is associated with the Temp ID). Otherwise, the methods for initial attach applies.
Resource isolation between slices
-
the NG RAN supports resource isolation between slices. NG RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate NG RAN resources to a certain slice. How NG RAN supports resource isolation is implementation dependent.

Slice Availability
-
Some slices may be available only in part of the network. Awareness in the NG RAN of the slices supported in the cells of its neighbours may be beneficial for inter-frequency mobility in connected mode. It is assumed that the slice configuration does not change within the UE’s registration area.

-
The NG RAN and the 5GC are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.
Support for UE associating with multiple network slices simultaneously

-
In case a UE is associated with multiple slices simultaneously, only one signalling connection is maintained.
Granularity of slice awareness

-
Slice awareness in NG RAN is introduced at PDU session level, by indicating the S-NSSAI corresponding to the PDU Session, in all signalling containing PDU session resource information.

Validation of the UE rights to access a network slice 

· It is the responsibility of the 5GC to validate that the UE has the rights to access a network slice.  Prior to receiving the Initial Context Setup Request message, the NG RAN may be allowed to apply some provisional/local policies, based on awareness of which slice the UE is requesting access to. During the initial context setup, the NG RAN is informed for all network slices for which resources are being requested.

X.2    CN Instance and NW Slice Selection

X.2.1
   CN-RAN interaction and internal RAN aspects

NG RAN selects AMF based on a Temp ID or assistance information provided by the UE over RRC. The mechanisms used in the RRC protocol are described in the next sub clause.

Table X.2.1-1 AMF selection based on Temp ID and assistance information
	Temp ID
	Assistance Info
	AMF selection by NG RAN

	NA or invalid
	NA
	Default AMF is selected

	NA or invalid
	Present
	Selects AMF which supports UE requested slices

	Valid
	NA or present
	Selects AMF per CN identity information in Temp ID


X.2.2
   Radio Interface Aspects

FFS (RAN2)

X.3    Resource Isolation and Management

Resource isolation enables specialized customization and avoids one slice affecting another slice. 

Hardware/software resource isolation is up to implementation. Each slice may be assigned with either shared or dedicated radio resource up to RRM implementation and SLA.

To enable differentiated handling of traffic for network slices with different SLA:
-
NG RAN is configured with a set of different configurations for different network slices;

-
To select the appropriate configuration for the traffic for each network slice, NG RAN receives relevant information indicating which of the configurations applies for this specific network slice.
X.4    Signalling Aspects

[Editor’s note: It is FFS whether signalling procedures will be kept in this section or moved to other sections describing procedures]

X.4.1
   General

In this sub clause, signalling flows related to the realization of network slicing in the NG RAN are given.

X.4.1
   CN Instance and NW Slice Selection

FFS

X.4.2
   UE Context Handling

Following the initial access, the establishment of the RRC connection and the selection of the correct AMF, the AMF establishes the complete UE context by sending the Initial Context Setup Request message to the NG RAN over NG-C.

The message contains the S-NSSAI as part of the PDU session/s resource description.

Upon successful establishment of the UE context and allocation of PDU resources to the relevant NW slice/s, the NG RAN responds with the Initial Context Setup Response message.
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Figure X.4.2-1: Network Slice-aware Initial Context Setup
X.4.3
   PDU Session Handling

When new PDU sessions need to be established or existing ones modified or released, the 5GC requests the NG RAN to allocate/release resources relative to the relevant PDU sessions by means of the PDU Session Setup/Modify/Release procedures over NG-C. In case of network slicing, S-NSSAI information is added per PDU session, so NG RAN is enabled to apply policies at PDU session level according to the SLA represented by the network slice, while still being able to apply (for example) differentiated QoS within the slice.

NG RAN confirms the establishment/modification/release of a PDU session associated to a certain NW slice by responding with the PDU Session Setup/Modify/Release Response message over the NG-C interface.
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Figure 8.8.3-1: Network Slice-aware PDU Session Setup/Modify/Release
X.4.4
   Mobility

To make mobility slice-aware in case of Network Slicing, S-NSSAI is introduced as part of the PDU session information that is transferred during mobility signalling. This enables slice-aware admission and congestion control.
X.4.4.1 Connected Mode Mobility

An example for the case of active mode mobility across different Registration Areas, is shown in Figure X.4.2.1-1 for the case of 5GC involved handover. 
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Figure X.4.4.1-1: Active mode CN involved mobility across different Registration Areas
Change from R3-171395 (for clause 16.3 Network Slicing)
X.4    Signalling Aspects

X.4.1
   General
In this sub clause, signalling flows related to the realization of network slicing in the RAN are given.

X.4.1
   CN Instance and NW Slice Selection
RAN selects AMF based on a Temp ID or assistance information provided by the UE over RRC.
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 Figure X.4.1-1: AMF instance selection
In case a Temp ID is not available, the RAN uses the information provided by the UE during RRC connection establishment to select the appropriate AMF instance (details are FFS and subject to RAN2 standardization). If such information is also not available, the RAN routes the UE to a default AMF instance.
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