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1
Introduction
In the present paper we provide text proposals for evaluation of the studied solutions, based on evaluation criteria agreed by RAN3#95 and captured in the TR [1]. 
For support of the evaluation, we also include a proposal to create an annex in the TR to illustrate possible examples of coordination scheme. 
2
Coordination scheme examples
For evaluation it may be needed to refer to specific realizations for CoMP coordination schemes. We therefore include a proposal to introduce an example of centralized CoMP coordination scheme, as well as an example of distributed CoMP coordination scheme, in annex of the TR. These examples were also discussed at RAN3#95 based on [2].
Proposal 1: For support of the evaluation, create an annex in the TR containing examples of realizations of centralized and distributed coordination scheme.
<<< TP start >>>
Annex X

Example of CoMP coordination schemes
The figures in this annex depict a deployment scenario of 12 macro eNBs, and adjacent eNBs are inter-connected with X2 links (blue thin lines). Three CoMP coordination areas are also illustrated in these drawings. The first coordination area (CA1) is composed of eNBs A, B, C, D and E. The second area (CA2) is composed of eNBs G, H, J and K, while the third area (CA3) is composed of eNBs F, I and L.

The approach with the distributed CoMP coordination scheme is provided in Fig. A1. The existing X2 links between between adjacent neighbour eNBs might not be sufficient to operate CA1 and CA3 with a distributed CoMP coordination scheme. For CA1, in case of interference between cells controlled by eNB A and eNBC, or between eNB D and eNB C, the X2 links A-C and D-C would be required, and could be created by the involved eNBs. Similarly, for CA3 the X2 link F-L may be required. These links are indicated by dashed red lines.

Fig. A2 shows the realization of the same CAs with the centralized coordination scheme where one of the cooperating eNBs is hosting the CoMP controlling unit (blue coloured) and only a subset of the existing X2 links is needed for CoMP coordination, e.g. to convey CoMP hypotheses information and measurements for CoMP (highlighted by thick red lines).

[image: image1]
Figure A1: CoMP set and the required X2 links for realization of distributed coordination scheme


[image: image2]
Figure A2: Same 3 CAs operated with centralized coordination scheme.

<<< TP end >>>
3
Evaluation of solution 1
Our text proposal for evaluation of solution 1 is as follows:

<<< TP start >>>
Relevance: 
Is the solution designed able to completely or partially solve the problem captured in section 5.1 for the corresponding use case? Solution 1 addresses the "Monitoring X2 backhaul characteristics" use case (section 5.2.1), which emphasizes the need to receive CoMP benefit metrics in time, and that these CoMP benefit metrics take into account interference generated by the worst interferers:

· if interference from [the worst interferers] is not addressed, there is a high likelihood that CoMP may result in negative gains

· this is also the case if the CoMP benefits metrics are received too late (due to transport latency for example)

It should be noted that in the centralized coordination scheme (Fig. A2), the relevant X2 link for reception of CoMP benefit metrics is not necessarily the link towards the worst interferer. E.g. considering eNB A in Fig. A2, its worst interferer may be eNB B, but the relevant X2 link for CoMP benefit metrics signaling goes towards the controlling eNB E (link A-E). Hence a transport latency issue on the link A-E could mean that the central controller role should be shifted from eNB E to eNB B. 
Solution 1 can solve this problem because it enables signalling of measurements of the full set of X2 links (cf. clause 6.1.1.2.2), as well as signalling for new role attribution (change of central controller).
Solution 1 is also suitable in case of distributed coordination scheme (Fig. A1), providing a full view of the X2 links of a peer eNB.

Does the solution enable convergence of the CoMP function on an appropriate time-scale? Solution 1 is based on X2 signalling for X2 monitoring and role attribution. This ensures convergence, and provides full flexibility to implementations in terms of choice of time-scale.
What information is available to base the decisions on? Information about all X2 links are available to a peer eNB, and also a function for CA assignment will have access to information about all X2 links under its responsibility. 
Impacts on eNB: 
Is the eNB’s complexity going to be impacted and how? No extra complexity in terms of hardware.

Impacts on network: 
Are interfaces going to be modified and how? New signalling for X2 monitoring and role attribution.
What is the signalling level for the solution? Solution 1 may work based on event-triggered signalling, hence with a lowest possible number of messages sent. Anyway, signalling will be per cell or per eNB, hence the additional signalling load will be low compared to UE related signalling.
Impact on configuration: 
Is the network configuration going to be impacted and how? Network configuration burden is reduced due to automated CoMP role attribution in the RAN.
· Solution 1 may be considered to be relevant because it completely solves the problem captured in section 5.1 for the "Monitoring X2 backhaul characteristics" use case, with minimal impact on eNB and network. This SON function will simplify configuration.

<<< TP end >>>
4
Evaluation of solution 2
Our text proposal for evaluation of solution 2 is as follows:

<<< TP start >>>
Relevance: 
Is the solution designed able to completely or partially solve the problem captured in section 5.1 for the corresponding use case? Solution 2 addresses the "Monitoring X2 backhaul characteristics" use case (section 5.2.1), which emphasizes the need to receive CoMP benefit metrics in time, and that these CoMP benefit metrics take into account interference generated by the worst interferers:

· if interference from [the worst interferers] is not addressed, there is a high likelihood that CoMP may result in negative gains

· this is also the case if the CoMP benefits metrics are received too late (due to transport latency for example)

It should be noted that in the centralized coordination scheme (Fig. A2), the relevant X2 link for reception of CoMP benefit metrics is not necessarily the link towards the worst interferer. E.g. considering eNB A in Fig. A2, its worst interferer may be eNB B, but the relevant X2 link for CoMP benefit metrics signaling goes towards the controlling eNB E (link A-E). Hence a transport latency issue on the link A-E could mean that the central controller role should be shifted from eNB E to eNB B. 

This problem (transport latency issue on the link A-E) is only partially solved by the first step of solution 2, where the central coordinator will ignore CoMP benefit metrics sent by eNB A (due to obsolescence), and not send CoMP information back to eNB A. eNB B will be unaware about this situation. The problem may only be solved by O&M based on methods not described. 
Solution 2 may be better suited for distributed coordination scheme (Fig. A1), but will not provide a full view of the X2 links of a peer eNB.

Does the solution enable convergence of the CoMP function on an appropriate time-scale? A corrective action enabling convergence of the CoMP function will require O&M involvement and hence restrictions in terms of delays.
What information is available to base the decisions on? An eNB will only have monitoring results of X2 links made by itself, and possibly information about corrective action towards itself made by a peer eNB. O&M might have full level of information, depending on methods not described. 
Impacts on eNB: 
Is the eNB’s complexity going to be impacted and how? No extra complexity in terms of hardware.

Impacts on network: 
Are interfaces going to be modified and how? No or only small changes.
What is the signalling level for the solution? Probably no extra X2 signalling. 
Impact on configuration: 
Is the network configuration going to be impacted and how? Network configuration needs to handle CoMP role attribution for centralized coordination scheme.

· Solution 2 may therefore be considered to be less relevant because it mainly seems suitable for distributed coordination scheme, and step 1 is not suitable for centralized coordination scheme. The solution has minimal impact on eNB and network. The proposed functionality has no impact on configuration for distributed coordination scheme.

<<< TP end >>>
5
Evaluation of solution 3
In this section we provide an evaluation of solution 3 described in the TR and in [3]. Our text proposal for evaluation is as follows:

<<< TP start >>>
Relevance: 
Is the solution designed able to completely or partially solve the problem captured in section 5.1 for the corresponding use case? Solution 3 addresses the "Spatio-temporal traffic variation" use case (section 5.2.x1), which takes into account variations in UE distributions. The solution includes signalling to inform peer eNBs, or an eNB hosting the CA assignment function, about user traffic in cell edge areas determined by RSRP measurements of serving and neighbouring cells. Update of the CAs then relies on the CA update procedure described in the TR (section 6.1.1.2.3). Solution 3 is therefore relevant in the sense that takes into account an important part of the 'real operating conditions' listed in section 5.1 of the TR, namely the spatio-temporal user traffic variation. 
Does the solution enable convergence of the CoMP function on an appropriate time-scale? Solution 3 is based on X2 signalling for monitoring of cell edge traffic and reassignment of CAs. This enables implementations to e.g. accumulate cell edge traffic information and reallocate CAs when sufficient statstical significance has been achieved. The typical time-scale for convergence will therefore rely on the time to achieve sufficient statistics, but once UE movement patterns are known it will be possible to quickly react to such movements (e.g. rush hour traffic).

What information is available to base the decisions on? Information about UE traffic in cell border areas. 

Impacts on eNB: 
Is the eNB’s complexity going to be impacted and how? No extra complexity in terms of hardware.

Impacts on network: 
Are interfaces going to be modified and how? New signalling for monitoring of cell edge traffic (and role attribution – same as solution 1).
What is the signalling level for the solution? Signalling will be per cell or per eNB, hence the additional signalling load will be low compared to UE related signalling. 
Impact on configuration: Is the network configuration going to be impacted and how? 

Network configuration burden is reduced due to automated CA assignment and update.

· Solution 3 addresses the problem for CoMP induced by spatio-temporal user traffic distribution in a way that is relevant but requires CA reconfiguration so might need to be limited to reconfiguration between statistically relevant situations in order not to happen too frequently. 
6
Evaluation of solution 4
In this section we provide an evaluation of solution 4 described in [4]. Our text proposal for evaluation is as follows:

<<< TP start >>>
Relevance: 
Is the solution designed able to completely or partially solve the problem captured in section 5.1 for the corresponding use case? Solution 4 addresses the "Spatio-temporal traffic variation" use case (section 5.2.x1). The difference with solution 3 consists in the assignment of shifted, overlapping CAs in order to avoid any area not being efficiently covered by CoMP. The solution includes signalling for resource monitoring these CA layers, and possibility to update the resource split between the layers. Solution 4 is therefore relevant in the sense that takes into account an important part of the 'real operating conditions' listed in section 5.1 of the TR, namely the spatio-temporal user traffic variation.

Does the solution enable convergence of the CoMP function on an appropriate time-scale? Solution 4 intrinsically ensures convergent CoMP function due to shifted CA layers which avoids any area without CoMP support. 
What information is available to base the decisions on? Information about UE traffic in cell border areas is beneficial for optimal setup of the CA layers. Resource assignment per CA layer is based on information realtive to resource usage. 
Impacts on eNB: 
Is the eNB’s complexity going to be impacted and how? No extra complexity in terms of hardware.

Impacts on network: 
Are interfaces going to be modified and how? New signalling for monitoring of CA layer resource consumption and resource allocation..
What is the signalling level for the solution? Signalling will be per cell or per eNB, hence the additional signalling load will be low compared to UE related signalling. 
Impact on configuration: Is the network configuration going to be impacted and how? 

Network configuration burden is reduced due to automated CA handling.
· Solution 4 addresses the problem for CoMP induced by spatio-temporal user traffic distribution in a fully flexible way. 

7
Conclusion
We have provided the following text proposals:
· New annex for the TR: "Example of CoMP coordination schemes"

· Evaluation of solution 1

· Evaluation of solution 2
· Evaluation of solution 3 (described in the TR and in [3])
· Evaluation of solution 4 (described in [4])
The text proposals are included in the sections above.
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