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1	Introduction
The three solutions so far captured in TR 36.742 [1] have in common that they operate on the coordination area (CA), by e.g. including or excluding cells or eNBs, or by changing the controlling node. In this paper we discuss how to describe this new management functionality in the TR. 
2	Discussion
2.1.	Legacy inter-eNB CoMP function
The inter-eNB CoMP function was standardized in Rel-12 and 13. Focus was on the inter-node communication in terms of CoMP operation itself (i.e. exchange of CoMP hypotheses and benefit metrics) assuming a given CA of cooperating transmission points. We propose to term this function the CoMP Coordination Function (CCF) in the TR. The CCF is responsible for CoMP operation and the associated information exchange on X2. All eNBs involved in inter-eNB CoMP host the CCF.
Proposal 1: Define the term CoMP Coordination Function (CCF) in the TR. 
There is no standards support for role attribution for the CCF (master/slave for centralized coordination scheme, and peer-to-peer in case of distributed coordination scheme), but RAN3 agreed to include a 'special value' in the benefit metrics definition on X2, helping implementations to realize the centralized coordination scheme.
Observation 1: Role attribution in legacy CoMP Coordination Function (CCF) relies on implementation, but X2AP provides some signaling support (special value of the benefit metric) that may be used for master/slave operation in case of centralized CoMP coordination scheme.
2.2.	CoMP Coordination Area Management
Optimizing CA management, which is the key objective of this study, may be modelled into a monitoring phase (collecting measurements and indicators of CoMP performance), a decision phase (post-processing and analyzing the indicators) and an execution phase (messaging to trigger CA updates).
The three solutions so far captured in the TR follow this mode of operation for automated CA management, and therefore imply the existence of CA management functionality on RAN side that handles these three phases whereas the execution phase could either on RAN side or in OAM.
Observation 2: The three solutions captured in the TR imply the existence of a function responsible for CA management.
In the same way as our proposal for the legacy CoMP function we propose to term in the TR the corresponding function, in charge of these phases, Coordination Area Management Function (CAMF). 
Proposal 2: Define the term Coordination Area Management Function (CAMF) in the TR. 
2.2.1	Where to locate the CAMF
A question raised during the study item is whether to locate the CAMF in the E-UTRAN or in the OAM. We believe that the answer to this question depends on the CA management phases. During the monitoring phase the CoMP performance is controlled by monitoring information like X2 link characteristics and spatial user distribution within CA and at the borders between neighbouring CAs. In our view, collection and evaluation of this information need to be located in the E-UTRAN. A fully centralized solution of CoMP Coordination Area Management where CAMF is solely placed in the OAM is a non-viable solution because it requires continuous monitoring of the E-UTRAN, and transfer of too much detailed information from each node to the OAM would be an overkill. 
On the other side, a hybrid option could be based on collecting information in the E-UTRAN while locating the decision and execution part of the CAMF in OAM. This option would require definition of information at a less detailed level being is adequate for reporting from E-UTRAN to OAM. Such information could take the form of indications and/or counters, following RAN3 defined OAM requirements. 
A third option is to locate all phases handled by the CAMF in the E-UTRAN, based on the X2 signalling procedures already described in the TR. Even though the realisation of the CAMF within E-UTRAN is implementation specific, it could be assumed to have one eNB assigned with a specific master CAMF role where all the information in a given area is collected and evaluated. Such functionality could be implemented regardless of the CoMP scheme realisation discussed in 2.1. In a simple approach the CAMF areas can be chosen to be big enough to avoid need to handle scenarios of CA management across CAMF areas. In case of smaller CAMF areas, e.g. coinciding with the CA, inter-CAMF negotiating mechanisms would be required if the size of the CA is to be adjusted. 
Observation 3: A master CAMF instance (responsible for CA allocation decision) may be located in the E-UTRAN or in the OAM, while the slave CAMF instance (monitoring) should be located in the E-UTRAN.
It therefore seems reasonable to adapt the solution descriptions to include this flexibility of location of the master CAMF instance, in particular for solution 1. For solution 2, it could be beneficial to locate the master CAMF instance in OAM, and only functional aspects have been considered so far for solution 3.
Proposal 3: Amend solution descriptions in the TR by taking into account the CAMF and flexibility of location of the master CAMF instance.

2.2.2	How the CAMF can handle master/slave role attribution for centralized CoMP coordination scheme
It was observed in section 2.1 that X2AP provides some signaling support (special value of the benefit metric) that may be used for master/slave operation in case of centralized CoMP coordination scheme. At RAN3#95 there also was some discussion, based on [2], on whether and how to enhance the CA Update procedure (described in section 6.1.1.2.3 of the TR) to support role attribution (master/slave).
The most straight-forward approach would be to let the procedure convey explicit code points indicating which eNB to have the CCF master role, and which eNB to support the CCF slave role. However, because the standard only partially provides support for centralized CoMP coordination, a solution following the principles used for the legacy CoMP coordination function (CCF), e.g. based on signaling of special values, could be considered. 
Proposal 4: Enhance the CA Update procedure to support role attribution (master/slave) for the legacy CoMP coordination function (CCF) based on signaling of special values.
 


4	Conclusion
We have made the following observations:

Observation 1: Role attribution in legacy CoMP Coordination Function (CCF) relies on implementation, but X2AP provides some signaling support (special value of the benefit metric) that may be used for master/slave operation in case of centralized CoMP coordination scheme.
Observation 2: The three solutions captured in the TR imply the existence of a function responsible for CA management.
Observation 3: A master CAMF instance (responsible for CA allocation decision) may be located in the E-UTRAN or in the OAM, while the slave CAMF instance (monitoring) should be located in the E-UTRAN.

…leading to the following proposals:
Proposal 1: Define the term CoMP Coordination Function (CCF) in the TR. 
Proposal 2: Define the term Coordination Area Management Function (CAMF) in the TR. 
Proposal 3: Amend solution descriptions in the TR by taking into account the CAMF and flexibility of location of the master CAMF instance.
Proposal 4: Enhance the CA Update procedure to support role attribution (master/slave) for the legacy CoMP coordination function (CCF) based on signaling of special values.

A text proposal taking into account these proposals is included in annex of this paper.
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3	Definitions and abbreviations
[bookmark: _Toc467522802][bookmark: _Toc475041170][bookmark: _Toc475094111]3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
[bookmark: _Toc467522803][bookmark: _Toc475041171][bookmark: _Toc475094112]CoMP Coordination Function (CCF): The CCF provides inter-eNB CoMP functionality as described in TS 36.300 [x], ensuring coordination of multiple eNBs by signalling between eNBs of hypothetical resource allocation information, CoMP hypotheses, associated with benefit metrics. The CCF is located in the eNB. 
Coordination Area Management Function (CAMF): The CAMF assigns the sets of eNBs being coordinated by the CCF. 
3.2	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
CoMP	Coordinated Multi-Point
eCoMP	Enhanced Coordinated Multi-Point
CCF	CoMP Coordination Function
CAMF	Coordination Area Management Function

<<< Next Change >>>
[bookmark: _Toc467522807][bookmark: _Toc475041175][bookmark: _Toc475094116]5	Problem to be solved and related use-cases 
[bookmark: _Toc467522808][bookmark: _Toc475041176][bookmark: _Toc475094117]5.1	Problem statement and analysis
The problem to be studied is to identify those CoMP transmission points that maximize the average and cell edge User Packet Throughput gain when cooperating, taking into account real operating conditions, including:
· connectivity aspects, in particular backhaul performances;
· cell layout taking into account deployment and propagation irregularities;
· spatio-temporal user traffic distribution;
· temporary or permanent changes in network topology.
[bookmark: _Toc467522809][bookmark: _Toc475041177][bookmark: _Toc475094118]5.2	SON for eCoMP use-cases 
[bookmark: _Toc475041178][bookmark: _Toc475094119][bookmark: _Toc467522810]5.2.1	Use-case description: Monitoring X2 backhaul characteristics 
This use-case is triggered by the CoMP controlling unit (CCU) (centralized case) or involved eNBs (distributed case).
The purpose of this use-case is to maintain maximum average and cell edge User Packet Throughput gain following changes in X2 capacity available for inter-eNB CoMP. 
Considering the high level of cooperation and the signalling load between nodes needed for CoMP operation, X2 performances (i.e. X2 latency and X2 bandwidth) have an important impact on CoMP operations. Furthermore these performances are variable in time. For example different X2 transport routes can change the latency. And X2 bandwidth depends on the overall load of the backhaul network, but also on UEs connectivity and traffic (e.g. Dual Connectivity). It needs to be noted that CoMP can achieve the best possible gains only if the worst interferers are taken into consideration when coordinating radio resources. Namely, if interference from such nodes and cells is not addressed, there is a high likelihood that CoMP may result in negative gains. This is also the case if the CoMP benefits metrics are received too late (due to transport latency for example). Therefore, when selecting the nodes and cells which need to coordinate resources within a CoMP cluster, the selection shall always be taken first on the basis of how much interference that node is generating to the UEs in need of CoMP coordination.
[bookmark: _Toc457897924][bookmark: _Toc475094120]5.2.2	Use-case description: Spatio-temporal traffic variation
This use-case is triggered by a function that controls the assignment of CoMP coordination areasthe CAMF, which. This CA assignment function may be located in one or more the E-UTRANeNBs, or in OAM.  
The purpose of the use-case is to maintain maximum average and cell edge User Packet Throughput gain following changes in the spatio-temporal UE distribution.


[bookmark: _Toc467522811][bookmark: _Toc475041179][bookmark: _Toc475094121]6	Potential solutions
[bookmark: _Toc467522812][bookmark: _Toc475041180][bookmark: _Toc475094122]6.1	Solution #1: Coordination Area allocation taking into account X2 link characteristics 
[bookmark: _Toc467522813][bookmark: _Toc475041181][bookmark: _Toc475094123]6.1.1	Solution description
[bookmark: _Toc467522814][bookmark: _Toc475041182][bookmark: _Toc475094124]6.1.1.1	Functional aspects
The solution aims at updating Coordination Areas (CAs) taking into account X2 backhaul characteristics like latency and bandwidth for involved eNBs. 

[bookmark: _Toc467522815][bookmark: _Toc475041183][bookmark: _Toc475094125]6.1.1.2	Analysis of protocol impacts
[bookmark: _Toc467522816][bookmark: _Toc475041184][bookmark: _Toc475094126]6.1.1.2.1	Overview
The solution includes signaling enabling eNBs to inform about characteristics of their X2 links towards their neighbour eNBs, as well as signaling for Coordination Area allocation.

Information exchanged on the X2 interface for this solution:
· X2 link characteristics towards neighbour eNBs like transmission delay, maximum transmission capacity (data rate), cost per megabyte, statistics of the link usage (e.g. information from which can be derived the risk of congestion): X2 enhancement required, as further detailed in clause 6.1.1.2.2.
· CA allocation decision: X2 enhancement required, as further detailed in clause 6.1.1.2.3.

[bookmark: _Toc467522817][bookmark: _Toc475041185][bookmark: _Toc475094127]6.1.1.2.2	Information about X2 links
Inter-eNB CoMP requires X2 control-plane signalling as per TS 36.300 (“The coordination of multiple eNBs is achieved by signalling between eNBs of hypothetical resource allocation information, CoMP hypotheses, associated with benefit metrics.”). TR 36.874 [1] has shown the impact of X2 backhaul delay on the achievable CoMP benefit.  
Suitability will require low latency but other characteristics are also important. Even if limited to control-plane signalling only, CoMP information includes some scheduling information and will therefore typically be voluminous and frequently updated. A consequence of this is that on top of the transmission delay, information about the maximum data rate, cost per data unit and link usage statistics should be considered.
This information can be measured or collected by the eNB on IP level. The X2 characteristics are variable in time, and can hence be considered as a load-related information which could be transferred by the Resource Status Reporting procedure or by the Load Indication procedure, implying periodical and event-triggered reporting respectively.
There are also several options on how to represent the X2 link characteristics information. The main options are:
· detailed information (measured latency, max bit rate, …)
· composed metric, with 2 (e.g. “unsuitable”, “suitable”) or more code-points.  
If the X2 characteristics information is conveyed using the Load Indication procedure, signalling could be as depicted in Fig. 1:



Fig. 1: Example of Load Indication procedure (LOAD INFORMATION message) conveying characteristics of X2 links between the eNB1 and each of its connected peer eNBs.

[bookmark: _Toc467522818][bookmark: _Toc475041186][bookmark: _Toc475094128]6.1.1.2.3	Coordination area allocation decision
[bookmark: _MON_1272278900][bookmark: _MON_1271862923]Information about the coordination area allocation decision would be sent by the node responsible for CA allocations towards the eNBs participating in CoMP operation. The coordination area allocation decision is taken by the master CAMF instance. In this solution, the master CAMF instance is located within the E-UTRAN. Main signaling options are to enhance the existing Load Indication procedure (class 2) for this purpose or create a new procedure. A new class 1 procedure would have the advantage of including response and failure messages, and hence better support error handling.



Fig. 2: Example of new procedure conveying information about CA allocation decision (e.g. designation of central unit and cooperating eNBs / TPs). The eNB1 hosts the master CAMF instance, and eNB2 hosts the slave CAMF instance.
The Coordination Area Update procedure conveys information about the coordination area allocation decision, and may enable implementations to include master/slave role attribution information for CCF e.g. by following the principles employed on X2 for inter-eNB CoMP.

[bookmark: _Toc467522819][bookmark: _Toc475041187][bookmark: _Toc475094129]6.1.2	Solution evaluation
[bookmark: _Toc467522820][bookmark: _Toc475041188][bookmark: _Toc475094130]6.2	Solution #2: Use of CoMP and Coordination Area allocation taking into account degraded X2 link
[bookmark: _Toc467522821][bookmark: _Toc475041189][bookmark: _Toc475094131]6.2.1	Solution description
eNBs could monitor the performance of the X2 link by means of transport network monitoring tools. If the backhaul performance of the interface between one eNB and eNBs constituting the main source of interference for UEs to be handled via CoMP is not sufficient to guarantee optimal CoMP efficiency, the CoMP functionCCF is turned off for such UEs or the periodicity of the CoMP measurement reporting and/or CoMP information can be adjusted until conditions resume to acceptable performance levels.
If the problems persist, CAMF located in OAM could collect information about the X2 link characteristics and any actions as described above from certain eNBs, make a decision of coordination area and configure the eNBs accordingly. 

[bookmark: _Toc467522822][bookmark: _Toc475041190][bookmark: _Toc475094132]6.2.2	Solution evaluation
[bookmark: _Toc460329018][bookmark: _Toc475041191][bookmark: _Toc475094133]6.3	Solution #3: Adaptive Coordination Areas
[bookmark: _Toc460329019][bookmark: _Toc475041192][bookmark: _Toc475094134]6.3.1	Solution description
[bookmark: _Toc475041193][bookmark: _Toc475094135]6.3.1.1	Functional aspects
This SON solution aims to determine and adapt the CoMP coordination areas according to the spatio-temporal UE distribution in the network. The principle of operation is illustrated in Fig. 3. Information describing the spatial UE distribution is exchanged on X2, and CAMF a node in charge of coordination adapts the CA allocation in order to avoid concentrations of UEs on inter-CA borders. 



Fig. 3: Principle of CA adaptation for solution 3.



<<< TP end >>>
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