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1 Introduction

A network slice comprises all the resources required to fulfil the service the Core Network control plane and user plane Network Functions and Radio Access Network. In case of RAN is sliced and RAN only support sub set of all the slice type. i.e. the slice type is not available everywhere, the active mode UE mobility should be discussed in RAN3.
2 Discussion
Network slices may differ for supported features and network functions optimisations. Some slices may be available only in part of the access network. Several methods were discussion to support the active UE mobility when the common access network and dedicated access network coexist. The methods include:

1. Neighbours may exchange slice availability on the interface connecting two nodes, e.g. Xn interface between gNBs.
2. The core network could provide the RAN a mobility restriction list. This list may include those TAs which support or do not support the slices for the UE.
3. The slices supported at the source node may be mapped, if possible, to other slices at target node. Examples of possible mapping mechanisms that can be studied in normative phase are:

-
Mapping by the CN, when there is naturally a signalling interaction between RAN and CN and performance is thus not impacted;
-
Mapping by the RAN as action following prior negotiation with the CN during UE connection setup;
-
Mapping by the RAN autonomously, when involving the CN would not be a practical solution and if prior configuration of mapping policies took place at RAN;

For the solution 2, the core network is aware the supported slice by the RAN by OAM configuration or by NG signalling. During the first attachment procedure, the core network knows the S-NSSAIs requested by the UE. Based on the UE requested S-NSSAI and slices supported by RAN, the core network can configure the allowed or not allowed TAs in the HRL. But the HRL is a UE level configuration. The core network can not set allowed/not allowed TA per S-NSSAI. Then the UE can not be handover to a TA where only partly UE requested services are supported. 
For the solution 3, the slice supported at the source node may be mapping to other slice at the target node. Mapping can be done by CN or by RAN node. Mapping by CN is naturally but it is not optimal for the Xn based handover. For the Xn handover, the target gNB rejects the Handover Request, after that the source gNB trigger NG based handover. Then the slice supported at the source node can be remapped by the CN. This will introduce latency to the normal Xn handover procedure. If the mapping is performed by the RAN node, it is only possible target node do the mapping. Because the source node don’t know the slice supported by the target node. Then the target node do the mapping, for some slices, maybe the target can not map the source slice into the slice supported by the target because of the QoS requirement is very different. Therefore the handover should be failed. It is optimal if the source node can know the slice supported by the target node in advance and select a more suitable target node and reduce the possibility of handover failure.
Solution 1 is simple enough and can be applied to other use cases. On RAN support for network slicing, network can realise the different network slices by scheduling and also by providing different L1/L2 configurations. In order not to let one particular slice type occupies a significant part of shared radio resource and block access for other slices. Per-slice load balancing is also beneficial. By exchange the slice type via the Xn, it is possible to get the more information of what slice can be offloaded to another gNB.
Proposal: It is proposed to exchange slice availability through Xn interface. 
3 Proposals
The below proposal is proposed:

Proposal: It is proposed to include the below text proposal into our stage 2 TS. 

x.y
Xn Setup procedure

The purpose of the Xn Setup procedure is to exchange application level data needed for two gNBs to interoperate correctly over the Xn interface. 
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Figure x.y-n: Xn Setup procedure

The gNB signals the supported network slice services to its neighbour gNB(s), so that the receiving gNB may take them into account.
4 References

[1] TR 38.801  Study on New Radio Access Technology; Radio Access Architecture and Interfaces
[2] TS 23.501 System Architecture for the 5G system; stage 2
_1551772645.doc


Xn-AP: Xn SETUP FAILURE







Xn-AP: Xn SETUP RESPONSE







Xn-AP: Xn SETUP REQUEST







gNB







gNB












