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1   Introduction
In TR36.933 a number of issues are listed and for some of them solutions have been provided. In this paper we discuss conclusions for Issue 2, 3, 4, which are described as follows:

1. “4.2
Issue 2: TCP E2E delay with throughput decreasing

The behavior of TCP assumes that network congestion is the primary cause for packet loss and high delay.  In cellular networks the bandwidth available for each UE can vary by an order of magnitude on a TTI basis due to changes in the underlying radio channel conditions. Such changes can be caused by the movement of devices or interference, as well as changes in system load due to bursty traffic sources or when other UEs enter and leave the network. TCP has difficulties adapting to these rapidly varying conditions.

If the E2E delay increases, the TCP RTT increases and the TCP throughput may decrease, which may impact the user experience.

2. 4.3
Issue 3: Video transmission issue cases

The Operator video is a video service under the LTE operator’s control. It is usually transmitted over a dedicated EPS bearer or using a dedicated QCI. However, there might be cases where an operator decides not to apply any dedicated QoS to a video service. These video services are named “Over-The-Top” (OTT) video and are video services that LTE operators have no control on. Such service traffic is usually treated in the same way as normal internet traffic, e.g. transmitted via default bearer, which may lead to poor QoE. Nevertheless, the QoS framework allows assignment of dedicated QCI for video.

Dedicated bearer and QCI is helpful in lessening the video issues. Below are some of the issues that may occur when operators decide to neither use dedicated bearers nor dedicated QCI for OTT video services.
Case 1: Empty buffer issue

The user is watching a streaming video. When the UE requests for some not yet buffered video segments e.g. by dragging a play scroll bar or when playout buffer is exhausted due to link throughput fluctuation and if the scheduling priority of the video content is not set accordingly, the video playing would probably stall depends on some condition, e.g. eNB’s load and UE’s QoS profile.
Case 2: Inaccurate throughput prediction for DASH issue

DASH client requests video quality based on downlink throughput prediction. Throughput prediction is based on implementation specific mechanisms. The accuracy of the prediction is dependent from the specific implementation. However, one factor that may affect the prediction is that the DASH client may base the prediction on previous downloads. The DASH client may not have an insight to whether the network conditions have changed, thus the current available throughput may be difficult to predict. Conservative requesting low data rate video segment leads to low video quality and aggressive requesting high data rate video segment leads to more video stalling.

Case 3: Long video delay issue

In HTTP based streaming, client first buffers some content, i.e. initial buffering, before playout in order to absorb the throughput and delay fluctuation. Assuming that scheduling priority is not appropriately set, a large buffer may cause long delay, thus lead to bad user experience.

3. 4.4
Issue 4: UL Video transmission critical data discard

In conversational video (real-time streaming) the problem of PDCP discard of critical data in UL may occur. Critical data include I-frames of an H.264 video sequence and RTCP feedbacks for lost RTP packets. Both types of data are carried on the same bearer (dedicated, GBR, or non-GBR) and may be encapsulated in the same PDCP SDUs. Hence if the video bearer queue is highly loaded (e.g. in case of UL congestion), both types of data may be discarded due to expiry of the PDCP discard timer. Currently in AS there are no means to prioritize I-frame data and RTCP feedback packets over P-frame data because they are carried on the same bearer. If these critical data are lost because of internal PDCP Discard on the sender device, the video stream may  stop on the receiver side until these critical data are successfully retransmitted or until a new I-frame is transmitted to allow resynchonizing the video codecs and restore the video prediction chain. If forward error correction information is added to the H.264 payload the video may not be subject to interruptions and it may result in lower video bitrate.

NOTE1:
This issue case does not require any specific video codec awareness impact in RAN3.”
2   Discussion
In this Section we take each considered issue one by one.

2.1   Issue 2

Issue 2 listed in TR36.933 discusses about a potential problem associated to the behaviour of TCP. The issue refers to a very dynamic change of resource availability over the air interface, e.g. on a TTI basis, and as a consequence on a possible slowdown of TCP due to the shrinking of TCP transmission window.
It needs to be observed that if over the air capacity fluctuates with the period of a TTI (or few TTIs), the behaviour will most likely not be detected by TCP. TCP has evolved since the 90s’ and there are several different “options” available in TCP nowadays. One of these options is to use selective acknowledgement messages (SACK). If a UE experiences a sudden drop of throughput in one TTI and a recovery of throughput in the following one, the TCP protocol will simply wait for a given time window before sending the SACK (multiple ACK/NACK).
If the TCP packets that could not be delivered during the low throughput TTI were delivered during the following high throughput TTIs, the SACK will contain acknowledgements for all the packets, hence TCP would not slow down transmission. On the other hand, if over the air throughput is consistently bad, i.e. for a prolonged period of time, the SACK will notify some NACKs and TCP will reduce its transmission window. The latest behaviour is however correct because a consistent decrease of over the air throughput would need to be addressed with a reduction of data rate at the source, which TCP fulfils by reducing the transmission window. 
On top of the above considerations it should be considered that solutions to enhance TCP performance when the UE is served via particularly bad and error prone links have been studied and specified in the form of TCP Performance Enhancement Proxies TCP PEP. In R3-162672 some of these solutions have been discussed. A TCP PEP could be used to setup two different TCP connections, one towards the application server and one towards the UE. These connections can be configured differently and managed independently, so to account for the radio link characteristics (with the connection configuration towards the UE) and to account for the backhaul characteristics (with the connection configuration towards the application server).

Conclusion1: Solutions for Issue 2 on “TCP E2E delay with throughput decreasing” have been studied in different fora and are available, one of them being TCP PEP. A good configuration of TCP should be able to guarantee a good system performance. Eventual issues with TCP and all its current options and enhancements are due to the TCP behaviour and for this they are outside the remit of RAN3’s work. 
2.2   Issue 3

This issue is based on the assumptions that video content that needs to be delivered with a somewhat stable quality is transported over bearers with no QoS guarantees. Indeed, 3GPP has defined tools, in the form of QoS parameters to be assigned per bearer, that can be used to ensure different levels of QoS for a given content. One could state that the use of guaranteed bit rate bearers is too resource demanding, but even if the use of GBR is excluded there are still tools such as the scheduling priority parameters that could be used to prioritise certain traffic over other. 
The description of the issue in fact acknowledges that the tools standardised for QoS in 3GPP help relieving the problem described. Let’s discuss the issue case by case.

Case1

This is the case of a user requesting video content not yet available at its UE. The content will have to be requested and delivered to the UE before the application can start functioning. The problem is how to speed up delivery of such new video content. The solution in section 5.4.1.1 of TR36.933 presents a viable way of addressing this issue. By setting up appropriate QoS parameters delivery of video content can be accelerated and user experience can be enhanced.
It should be noted that any form of traffic prioritisation should be under the control of the CN, which is the entity that acknowledges whether a UE is eligible to receive prioritised traffic delivery and that decides which traffic needs to be prioritised over which other.
Case 2
This case is specific to the DASH application. With respect to improving DASH and its throughput prediction, SA4 has started normative work on SAND, which is has, amongst others, the following objectives (see S4-170238):

· Streaming enhancements via intelligent caching, processing and delivery optimizations on the server and/or network side, based on feedback from clients on anticipated DASH Segments, accepted alternative DASH Representations and Adaptation Sets, client buffer level and requested bandwidth.
· Improved adaptation on the client side, based on network/server-side information such as cached Segments, alternative Segment availability, recommended media rate and network throughput/QoS.

Therefore 3GPP is working already on how to optimize DASH. RAN3 should monitor such work and check if there is any gap in the final normative agreements that needs to be addressed.

Case 3

 The formulation of this case seems to be unclear. The case states that “In HTTP based streaming, client first buffers some content, i.e. initial buffering, before playout”. The latter seems to lead to an understanding that video content delivered over HTTP is not played by the application until buffering is performed. However, a (good) video client would start playing the video as soon as video content is available and it will request video content at a rate higher than the media rate until a certain buffer level is reached. By no means it should be assumed that video cannot be played unless the buffer is full. 
With the above consideration in mind the solution in section 5.4.3.1 of TR36.933 addresses a different case, which is similar to Case 1 above. In such situation the solution explains that an increase of QoS priority or a move to GBR bearer would ensure that the re-buffering is done in the faster possible way, hence improving user experience

Conclusion 2:  For Issue 2, Case 1, the solution described in section 5.4.1.1 is feasible and can address the issue. For Issue 2, Case 2, normative work to enhance throughput prediction for DASH has been started in SA4: RAN3 shall monitor the work in SA4 and eventually check if any gaps of RAN3 competence need addressing. For Issue 2, Case 3, the solution described in section 5.4.3.1 is feasible and can address the issue
2.3   Issue 4
This issue assumes the use of conversational video but it also assumes that the operator has not configured any type of suitable QoS for this content, so that the video content is treated with best effort quality.

It is questionable whether such content should receive any special treatment, given that it is a conscious decision of the operator not to prioritise it, perhaps because it is not source of revenue or because the application is directly competing with other application whose usage is specifically charged.

Indeed the best way to address this issue would be for the operator to assign an adequate QoS level for the traffic in question. 

The solution described in section 5.5.1 of TR36.933 proposes that a UE notifies the RAN of the fact that some PDCP PDUs contain some critical data that should be prioritized. It is unclear how such request can be validated, i.e. how to establish that the request is authorized. It is also unclear why this solution is needed when the UE traffic could be given a better QoS. In fact, the RAN would need to be configured with a priority policy to handle this special case of critical data prioritization. The CN would need to also be somehow configured to enable the use of this policy at the UE. This effort seems to be equivalent, if not higher than the one of configuring a better QoS to such critical traffic or indeed to the whole conversation video connection. It should be noted also that a PDCP PDU may be made of traffic from several applications and it may contain traffic that should not be prioritized. According to the solution in section 5.5.1 Such traffic will receive a “free ride” thanks to the (unverified) prioritization for the critical traffic in the same PDCP PDU. The latter is unfair and incorrect.

The solution presented in section 5.5.2 is rather unclear. The solution description refers to IMS multimedia services, but it should be noted that these services have been so far subject to specific QoS. Namely, issue 4 should not apply to these services unless the RAN is fully UL congested with traffic of same or higher priority, in which case no solution could provide a good QoS for all UEs. The solution seems also to be subject to substantial delays due to signaling from RAN to IMS and back. Such delay will cause loss of traffic at the UE, due to content expiration.

Considering the analysis above the following can be concluded:

Conclusion 3: Issue 4 focusses on prioritization of UL conversational video that has been deliberately not assigned to an appropriate QoS class. The solutions presented to solve this issue have a comparable configuration effort than setting up adequate QoS for the application and are subject to security and performance issues. Given that QoS mechanisms to resolve this issue are already in place the solutions are not considered necessary.   

3   Conclusions
This paper has analysed Issues 2, 3 and 4 in TR36.933 and has produced the following conclusions:
Conclusion1: Solutions for Issue 2 on “TCP E2E delay with throughput decreasing” have been studied in different fora and are available, one of them being TCP PEP. A good configuration of TCP should be able to guarantee a good system performance. Eventual issues with TCP and all its current options and enhancements are due to the TCP behaviour and for this they are outside the remit of RAN3’s work. 
Conclusion 2:  For Issue 2, Case 1, the solution described in section 5.4.1.1 is feasible and can address the issue. For Issue 2, Case 2, normative work to enhance throughput prediction for DASH has been started in SA4: RAN3 shall monitor the work in SA4 and eventually check if any gaps of RAN3 competence need addressing. For Issue 3, Case 3, the solution described in section 5.4.3.1 is feasible and can address the issue
Conclusion 3: Issue 4 focusses on prioritization of UL conversational video that has been deliberately not assigned to an appropriate QoS class. The solutions presented to solve this issue have a comparable configuration effort than setting up adequate QoS for the application and are subject to security and performance issues. Given that QoS mechanisms to resolve this issue are already in place the solutions are not considered necessary.   

A TP proposing to capture the conclusions above in TR36.933 is presented in R3-170706
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