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1
Introduction

In R3-170681 a description of the challenges in standardising low layer interfaces is described. This TP for TR38.801 captures the aspects described in that paper.
Text Proposal to TR38.801

------------------------------------------First Change------------------------------------------
11.1.3.8
CU-DU specification aspects
Architectural aspects
The architecture of gNB with CU and DUs is shown in Figure 11.1.3.8-1. Fs-C and Fs-U provide C-plane and U-plane over Fs interface, respectively.

In this architecture, CU and DU can be defined as follows.
Central Unit (CU): a logical node that includes the gNB functions as listed in section 6.2 excepting those functions allocated exclusively to the DU. CU controls the operation of DUs.
Distributed Unit (DU): a logical node that includes, depending on the functional split option, a subset of the gNB functions. The operation of DU is controlled by the CU.
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Figure 11.1.3.8-1: gNB architecture with CU and DUs
11.1.3.x
Consideration on RAN internal interface standardisation
11.1.3.x 
Considerations on Specification of RAN Internal Interfaces
11.1.3.x. 1 Evaluation of CU-DU interface Specification for Low Layer Split Options
Low layer splits physically separate a number of tightly coupled PHY and MAC functionalities (e.g. beamforming and scheduling), where the coordination between these functions must be realized by information exchange over the CU-DU interface. This information is not only algorithm-specific, but it is also dependent on physical placement of relevant functions, which, in turn, depends on the available transport network capacity. In addition, many (even existing) functionalities are unexplored at this time point and standardisation of information based on mere assumptions would result in an unstable standard, limiting innovation and corresponding benefits. The information classes listed below make standardization of the CU-DU interface challenging, due to their highly implementation-specific nature.

11.1.3.x. 1.1 Input to scheduler 

Scheduling algorithms are implementation-specific and may require a different set of inputs, which may include (but are not limited to) QoS parameters, buffer states (both UL and DL for individual users), modulation and coding rates used, channel quality, beam management information and these information change with the type of implementation. For example, in more ambitious implementations, the PHY input to scheduler may be the entire channel matrix, instead of the SINR, especially in MU MIMO implementations. These inputs are collected from both PHY and MAC entities, which may sit at the opposite side of the CU-DU interface from the scheduler. The size of input depends on the number of users connected to the gNB, where the exact content is implementation-specific. The number of users to be presented to the scheduler at one point in time is scenario- (micro, macro) deendent, time- (day, night) dependent and dependent on coordination level at that point in time.
11.1.3.x. 1.2 Physical layer measurements 

The meaning of SINR in beamforming is relativized: for example, the former link-specific SINR may become a conditional SINR, which depends on the set of co-scheduled users. Furthermore, there is no single answer for definition of UL SINR, because it depends on the reception algorithm applied. For instance, the SINR in Interference Rejection Combining (IRC) can be defined via crude interference power, or interference power after the cancellation. The representation of data adds another dimension to the aforementioned variety. In particular, different number of quantization bits could be used, where the PHY measurement values could be a snapshot of the channel or a measurement set averaged over a period of time.
11.1.3.x. 1.3 Outputs from the scheduler 

Ambitious scheduler implementations may directly provide beamforming weights to the beamforming module, while simple implementations may co-schedule the users with good SINR and let the beamforming module calculate appropriate weights. The high-level scheduling decisions, i.e. what fraction of resources should be allocated to which user, can be sent via CU-DU interface to the decentralised part of MAC scheduler in various formats, which depend on implementation. For example, the stake of allocated resources can be expressed via the percentage of the rate or a percentage of usage of a particular channel. Each of these formats reflects a choice on how to manage resources. 
11.1.3.x. 1.4 Beamforming parameters

The beamforming calculation module calculates beamforming parameters and sends them to the beamforming execution module, which may or may not, depending on the type of beamforming implementation, be located at the opposite side of the CU-DU interface. The input to beamforming execution may be explicit beamforming weights, which may require substantial transport network resources and that may not fit the available transport network capacity. For that a number of alternative representations would be needed, for example in order to reduce the required transport network throughput, the beamforming parameters can be given in the form of spatial angle of the beam, where the angle representation depends on the coordinate system used (e.g. polar, Cartesian). In scenarios with two or more close and mutually interfering users, in addition to the beam coordinates, the null towards the interferer must be coded and sent over the CU-DU interface. If transport network capacity allows, more bits can be used for quantization of beamforming parameters, giving way to better beamforming performance, otherwise fold back representations might be needed. All such representations are implementation dependent. 
11.1.3.x. 1.5 MAC timing 

In scenarios with poor transport network performance, the time-critical MAC functions may be placed in the DU, communicating with other MAC segments over the CU-DU interface.  Task execution is subject to strict timing constraints, where task distributed between DU and CU may consist of several stages, which take different amounts of time to execute. The latter implies an hardware dependence for every procedure run over the CU-DU interface because different hardware implementations will deliver different completion times for different processes, but as explained, some processes need to be prioritised over others. Therefore, the interface must enable dynamic and near real time negotiation of how much time each stage should take, where the aggregate processing time of all stages should not exceed the deadline. It is up to implementation how such processes need to be ordered so that appropriate functioning is guaranteed (i.e. prioritisation of processes and ordering of functional blocks is implementation dependent)
11.1.3.x. 1.6 Hardware capability 

Certain functionalities can be delegated to hardware instances on the opposite side of the CU-DU interface, which are equipped with hardware accelerators. In this case, in addition to the necessary inputs for the task in question, a set of descriptors must be sent over the interface (e.g. the bits to be processed, along with the signifier of the processing operation – channel code/modulation type etc.). These descriptors may come in various formats, depending on hardware and RAN implementation.
11.1.3.x. 1.7 Equipment upgrade

The CU-DU interface must accommodate the possibility of remote software upgrade for the hardware on antenna site. On the other hand, this feature is not ideal in scenarios with poor transport networks and complex DU, since in such cases equipment upgrade requires site visits. This feature alone implies the existence of at least two versions of the CU-DU interface.  

11.1.3.x. 1.8 Backward compatibility and new features

Many future deployments will feature co-sited LTE and NR transmission points, meaning that a new CU-DU interface will have to serve both LTE nodes and NR DUs. The information classes carried over the interface will likely be diverse, especially having in mind the disruptive paradigm shifts that NR introduced in terms of scheduling and BF. The range of possible new features supported by nodes across the interface is unpredictable, especially since new features might not be only software- but also hardware-related (e.g. power-sleeping feature for a new type of circuit).  New features may range from simple ones (e.g. UE wake-up decision algorithms) to very disruptive ones (e.g. a novel scheduling technique). These features may require an exchange of a variety of feature-specific information over the CU-DU interface, making a detailed interface specification at least risky. Short time-to-market must be enabled, and unconstrained by the relatively slow pace of 3GPP standardization cycles. 
------------------------------------------End of Changes------------------------------------------
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