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1
Scope

This document is intended to gather all technical outcome of the study item "Next Generation New Radio (NR) Access Technology" [1], and draw a conclusion on a way forward.
This activity involves the Radio Access work area of the 3GPP studies and has impacts both on the Mobile Equipment and Access Network of the 3GPP systems.
In addition this document includes the results of the work supporting the3GPP submission to the ITU-R as a candidate technology for the IMT-2020.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP RP-160671, “New SID Proposal: Study on New Radio Access Technology”
[x]
3GPP TR 38.913: "Study on Scenarios and Requirements for Next Generation Access Technologies ".
[y]
3GPP TS 36.401: "Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Architecture description ".
[b]
3GPP TR 23.799: "Study on Architecture for Next Generation System".
[z]
3GPP TR 36.300: " Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Overall description; Stage 2".
[a]
3GPP TR 36.423: " Evolved Universal Terrestrial Radio Access Network (E-UTRAN); X2 application protocol (X2AP)".
3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

NR
New Radio
4
Introduction

5
Deployment scenario

A very large set of deployment scenarios (deployment scenarios for eMBB, mMTC, URLLC, eV2X) are foreseen, as described in 38.913 [x] section 6.1:
In order to enable the large number of possibilities, the RAN architecture will support the following:
-
Non-centralised deployment: In this scenario, the full NR protocol stack is supported at the gNB e.g. in a macro deployment or indoor hotspot environment (could be public or enterprise).
-
Centralized deployment: In this scenario, the upper layers of the NR radio stacks are centralized at the Central Unit. Different protocol split options between Central Unit and lower layers of gNB nodes may be possible. The functional split between the Central Unit and lower layers of gNB nodes may depend on the transport layer. High performance transport between the Central Unit and lower layers of gNB nodes, e.g. optical networks, can enable advanced CoMP schemes and scheduling optimization, which could be useful in high capacity scenarios, or scenarios where cross cell coordination is beneficial. Low performance transport between the Central Unit and lower layers of gNB nodes can enable the higher protocol layers of the NR radio stacks to be supported in the Central Unit, since the higher protocol layers have lower performance requirements on the transport layer in terms of bandwidth, delay, synchronization and jitter.
-
Co-sited deployment with E-UTRA: In this scenario the NR functionality is co-sited with E-UTRA functionality either as part of the same base station or as multiple base stations at the same site. Co-sited deployment can be applicable in all NR deployment scenarios e.g. Urban Macro. In this scenario it is desirable to fully utilise all spectrum resources assigned to both RATs by means of load balancing or connectivity via multiple RATs (e.g. utilising lower frequencies as coverage layer for users on cell edge).

-
Shared RAN deployment: NR should support shared RAN deployments, supporting multiple hosted Core Operators. The Shared RAN could cover large geographical areas, as in the case of national or regional network sharing. The Shared RAN coverage could also be heterogeneous, i.e. limited to few or many smaller areas, for example in the case of Shared in-building RANs. A shared RAN should be able to efficiently interoperate with a non-shared RAN. Each Core Operator may have their own non-shared RAN serving areas adjacent to the Shared RAN. Mobility between the non-shared RAN and the Shared RAN shall be supported in a way at least as good as for LTE. The Shared RAN may (as for the case of LTE) operate either on shared spectrum or on the spectrum of each hosted Operator.

The RAN architecture will support following scenarios for connectivity between RAN consisting of E-UTRA and NR, and a CN consisting of an NGC and an EPC. The connectivity scenario in figure 5-1 includes support for deployment with LTE eNB connected to the EPC with Non-standalone NR. The connectivity scenario in figure 5-2 includes support for deployment with gNB connected to the NGC either as standalone or with Non-standalone E-UTRA, and deployment with LTE eNB connected to the NGC either as standalone or with Non-standalone NR.
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Figure 5-1: E-UTRA and NR connected to the EPC
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Figure 5-2: E-UTRA and NR connected to the NGC

6
Forward compatibility

For RAN3 RAN internal interfaces and the RAN-CN interface, forwards compatibility of the protocol is assured by extension mechanisms such as those described in chapter 10 of 25- and 36-series application protocol specifications on message and IE level whenever existing messages are reused.
7
Radio interface protocol architecture for next generation radio

Editor’s notes: If several modes exist (e.g., LTE assisted, Standalone new RAT), they will be all captured here.
7.1
User plane

7.2
Control plane
8
Physical layer for next generation radio

Editor’s notes: FDD and TDD, and licensed and unlicensed bands will be considered.
8.1
Downlink transmission scheme

Editor’s notes: If there are specific transmission schemes or technical features for the specific usage case, new section(s) and/or subsection(s) will be created. 
8.1.1
Basic transmission scheme
8.1.2
Physical layer procedure
8.1.3
Physical layer measurements
8.2
Uplink transmission scheme

Editor’s notes: If there are specific transmission schemes or technical features for the specific usage case, new section(s) and/or subsection(s) will be created.
8.2.1
Basic transmission scheme
8.2.2
Physical channel procedure
8.3
Sidelink transmission scheme

Editor’s notes: If there are specific transmission schemes or technical features for the specific usage case, new section(s) and/or subsection(s) will be created. 
8.3.1
Basic transmission scheme
8.3.2
Physical layer procedure
8.3.3
Physical layer measurements
9
Layer 2 and RRC for next generation radio

Editor’s notes: L2 structure, RRC protocol states, and high level services and functions to be captured for each L2 sublayer (e.g. MAC, RLC, PDCP) and RRC.
10
Architecture for next generation RAN


10.1
RAN-CN functional split
The following New RAN functions are considered:

Functions similar to E-UTRAN as listed in TS 36.401 [y]

-
Transfer of user data

-
Radio channel ciphering and deciphering

-
Integrity protection

-
Header compression

-
Mobility control functions:

-
Handover

-
Inter-cell interference coordination

-
Connection setup and release

-
Load balancing

-
Distribution function for NAS messages

-
NAS node selection function

-
Synchronization

-
Radio access network sharing

-
Paging 

-
Positioning

Functions specific for New RAN:

-
Network Slice support

-
This function provides the capability for New RAN to support network slicing

-
Tight Interworking with E-UTRA

-
This function enables tight interworking between NR and E-UTRA by means of data flow aggregation. This function includes at least dual connectivity. Interworking with E-UTRA is supported for collocated and non-collocated site deployments.

-
E-UTRA-NR handover through a New RAN interface

-
This function provides means for E-UTRA-NR handover via the direct interface between an LTE eNB and a gNB.

-
E-UTRA - NR handover via CN (both intra-system and inter-system, i.e. EPC-NGC, handovers)

-
This function provides means for E-UTRA - NR handover via CN.

NOTE:
Solutions to support this function need to consider factors such as adaptation of the source RAN/CN to the target RAN/CN.
-
Session Management

-
This function provides means for the NGC to create/modify/release a context and related resources in the New RAN associated with a particular PDU session of a UE and the corresponding tunnel between the New RAN node and the UPGW.

-
Contacting UEs in inactive mode

-
In the inactive mode, the UE context is stored in RAN and UP data is buffered in RAN. 

10.2
Overall architecture
The New RAN consists of the following logical nodes: 

-
gNBs providing the NR U-plane and C-plane protocol terminations towards the UE; and/or

-
LTE eNBs providing the E-UTRA U-plane and C-plane protocol terminations towards the UE.

NOTE :
Whether to define a New RAN logical node that is able to provide both NR and E-UTRA U-plane and C-plane protocol terminations towards the UE will be determined in the normative phase.
The logical nodes in New RAN are interconnected with each other by means of the Xn interface. 

The logical nodes in New RAN are connected to the NGC by means of the NG interface. The NG interface supports a many-to-many relation between NG-CP/UPGWs and the logical nodes in New RAN.

The New RAN architecture is illustrated in Figure 10.2-1.
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Figure 10.2-1: New RAN architecture

10.3
Interfaces
10.3.1
RAN-CN interface
10.3.1.1
General principles
The general principles for the specification of the NG interface are as follows:

-
the NG interface shall be open;

-
the NG interface shall support the exchange of signalling information between the New RAN and NGC;

-
from a logical standpoint, the NG is a point-to-point interface between a New RAN node and an NGC node. A point-to-point logical interface shall be feasible even in the absence of a physical direct connection between the New RAN and NGC;

-
the NG interface shall support control plane and user plane separation;

-
the NG interface shall separate Radio Network Layer and Transport Network Layer;

-
the NG interface shall be future proof to fulfil different new requirements and support of new services and new functions;

-
the NG interface shall be decoupled with the possible New RAN deployment variants.

-
the NG Application Protocol shall support modular procedures design and use a syntax allowing optimized encoding /decoding efficiency.

NOTE:
Whether and how to document the application protocol for NG with regards to S1AP will be decided in the normative phase.
10.3.1.2
NG Interface Functions

NG-C interface supports following functions:

-
Interface management: The functionality to manage the NG-C interface; 

-
UE context management: The functionality to manage the UE context between the RAN and CN;

NOTE 1:
The UE context information may include roaming and access restriction and security information.

NOTE 2:
The UE context information may include the information related with network slicing.
-
UE mobility management: The functionality to manage the UE mobility for connected mode between the New RAN and CN; 

-
Transport of NAS messages: procedures to transfer NAS messages between the CN and UE;

-
Paging: The functionality to enable the CN to generate Paging messages sent to the New RAN and to allow the New RAN to page the UE in RRC_IDLE state;

-
PDU Session Management: The functionality to establish, manage and remove PDU sessions and respective New RAN resources that are made of data flows carrying UP traffic.  

-
Configuration Transfer: the functionality to transfer the New RAN configuration information (e.g. transport layer addresses for establishment of the Xn interface) between two New RAN nodes via the NGC.

NOTE 3: It can be discussed on whether congestion and overload control function is needed or not in normative phase. 
10.3.1.3
NG interface architecture
The NG interface supports a one-to-many relation between New RAN nodes and NGC nodes.
10.3.1.4
NG Control Plane
The NG control plane interface (NG-C) is defined between the NR gNB/LTE eNB and NG-Core entity. The control plane protocol stack of the NG interface is shown on Figure 10.3.1.4-1. The transport network layer is built on IP transport. For the reliable transport of signalling messages, SCTP is added on top of IP. The application layer signalling protocol is referred to as NG-AP (NG Application Protocol).
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Figure 10.3.1.4-1: NG Interface Control Plane
The SCTP layer provides the guaranteed delivery of application layer messages.

In the transport IP layer point-to-point transmission is used to deliver the signalling PDUs.

SCTP/IP is the agreed transport protocol for NG-C. 

10.3.1.5
NG User Plane
The NG user plane (NG-U) interface is defined between the gNB/LTE eNB and the UPGW. The NG-U interface provides non guaranteed delivery of user plane PDUs between the gNB/LTE eNB and the UPGW.

The NG-U interface shall support per PDU Session tunneling.

NOTE 1:
Support of other types of tunneling, e.g. per node tunneling, may be decided at WI phase.
The protocol stack for NG-U is shown in Figure 10.3.1.5-1.
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Figure 10.3.1.5-1: NG-U protocol structure

NOTE 2:
GTP-U is a baseline for NG-U, however, later some enhancements or introduction of a new alternative protocol is still possible if justified.
10.3.2
RAN internal interface 
10.3.2.1
Xn Interface

The interface allowing to interconnect two gNBs or one gNB and one LTE eNB with each other is referred to as the Xn interface. The interface Xn is also applicable for the connection between two LTE eNBs.

10.3.2.1.1
General principles
The general principles for the specification of the Xn interface are as follows:

-
the Xn interface shall be open;

-
the Xn interface shall support the exchange of signalling information between the endpoints, in addition the interface shall support data forwarding to the respective endpoints;
-
from a logical standpoint, the Xn is a point-to-point interface between the endpoints. A point-to-point logical interface should be feasible even in the absence of a physical direct connection between the endpoints.

-
the Xn interface shall support control plane and user plane separation;

-
the Xn interface shall separate Radio Network Layer and Transport Network Layer;

-
the Xn interface shall be future proof to fulfil different new requirements, support new services and new functions.

NOTE:
Whether and how to document the application protocol for Xn with regards to X2AP will be decided in the normative phase.
10.3.2.1.2
Xn Interface Functions
The Xn-C interface supports the following functions:

-
Xn interface management and error handling function to manage the Xn-C interface;

-
Error indication;

-
Setting up the Xn;

-
Resetting the Xn;

-
Updating the Xn configuration data;

-
Xn removal.

-
UE connected mode mobility management: function to manage the UE mobility for connected mode between nodes in the New RAN;

-
Handover preparation;

-
Handover cancellation.

-
UE context retrieval: function to retrieve UE context from another node in the New RAN;

-
Dual connectivity: function to enable usage of additional resources in a secondary node in the New RAN;

NOTE:
Dual connectivity between two gNBs can be discussed in normative phase.
-
Interference coordination: function to manage inter-cell interference;

-
Self-optimization: function to autonomously adapt radio parameters.

The Xn-U interface supports the following functions:

-
Data forwarding

-
Flow control

10.3.2.1.3
Xn Control Plane
The Xn control plane interface (Xn-C) is defined between two neighbour New RAN nodes. The control plane protocol stack of the Xn interface is shown on Figure 10.3.2.1.3-1 below. The transport network layer is built on SCTP on top of IP. The application layer signalling protocol is referred to as Xn-AP (Xn Application Protocol).
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Figure 10.3.2.1.3-1: Xn Interface Control Plane
10.3.2.1.4
Xn User Plane
The transport layer for data streams over Xn is an IP based Transport. The following figure shows the transport protocol stacks over Xn.
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Figure 10.3.2.1.4-1: Xn Interface User Plane

NOTE:
GTP-U is a baseline for Xn-U, however, later some enhancements or introduction of a new alternative protocol is still possible if justified.
11
QoS

Editor’s note: Capture QoS related aspects.

X
Support for Network Slicing 
Network Slicing is a new concept to allow differentiated treatment depending on each customer requirements. With slicing, it is possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions. 
RAN will use information provided by the UE to route NAS messages to the appropriate NGC CP function. It should be possible for a single RAN node to support multiple slices. In case a UE is associated with multiple slices simultaneously, only one signalling connection shall be maintained. 
RAN shall support the selection of the RAN part of the network slice, by information provided by the UE or the CN, in order to support a differentiated handling of traffic for different network slices. How RAN supports the network slices in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice and shall support resource isolation between slices which may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should also be possible to fully dedicate RAN resources to a certain slice. How RAN supports resource isolation is implementation dependent.
Some slices may be available only in part of the network. The RAN and the CN are responsible to handle a service request for a slice that may or may not be available in a given area. It is assumed (see TR 23.799 [b]) that the slice configuration does not change within the UE’s registration area. 
12
Key higher layer and network procedures

Editor’s note: Sections for other functions and procedures may be added.
12.1
Multi-connectivity
12.1.1
Intra-RAT
12.1.2
Inter-RAT
12.2
Mobililty
12.2.1
Intra-RAT
12.2.2
Inter-RAT
12.3
Tight interworking between new RAT and LTE
12.3.1
General

Option 3/3a/3x, 4/4a and 7/7a/7x of deployment scenarios can be considered as tight interworking between NR and E-UTRA. 

In Option 3/3a, Dual Connectivity (DC) specified in TS 36.300 [z] and relevant stage 3 specifications (e.g., TS 36.423 [a]) should be reused as baseline considering the fact that EPC should not be impacted. Therefore, for the Xx interface between LTE eNB and gNB, the procedures and protocols would remain alike those of DC, while minor enhancements might not be ruled out. In Option 3x, further enhancements are needed on top of LTE based DC . 
In Option 4/4a, the tight interworking can be realized, in which the gNB (similar role as MeNB in TS 36.300 [z]) is connected to the NGC with Non-standalone E-UTRA (similar role as SeNB in TS 36.300 [z]). The E-UTRA user plane connection to the NGC goes via the gNB (Option 4) or directly (Option 4a). For the Xn interface between eLTE eNB and gNB, the procedures and protocols should be newly designed.
In Option 7/7a/7x, dual connectivity can also be achieved, in which the LTE eNB (similar role as MeNB in TS 36.300 [z]) is connected to the NGC with Non-standalone NR (similar role as SeNB in TS 36.300 [z]). The NR user plane connection to the NGC goes via the LTE eNB (Option 7) or directly (Option 7a). For the Xn interface between LTE eNB and gNB, the procedures and protocols should also be newly designed.

12.3.2
Option 3/3a/3x
12.3.2.1
General principles for Xx interface
The interface allowing to interconnect EPC connected gNB and LTE eNB, is referred to as the Xx interface.
12.3.2.2
Architectural aspects

DC specified in TS 36.300 [z] is applied as the baseline for tight interworking between NR and E-UTRA in this option. LTE eNB and gNB are assumed to have the role similar to MeNB (Master eNB) and SeNB (Secondary eNB) specified in TS 36.300 [z], respectively. 

Network interface configurations can be defined in Figure 12.3.2.2-1 and Figure 12.3.2.2-3.

[image: image8.emf]LTE eNB

MME

gNB

S

1

-

M

M

E

Xx-C


Figure 12.3.2.2-1: C-Plane connectivity for Option 3/3a/3x
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Figure 12.3.2.2-2: U-Plane connectivity for Option 3/3a/3x
12.3.2.3
Procedural aspects

The procedures defined under section 10.1.2.8 (Dual Connectivity operation) in TS 36.300 [z] apply. In this list, LTE eNB and gNB connected via Xx are considered to have the role similar to MeNB (or eNB without DC) and SeNB, respectively. In this context, the Xx-U has all the functionality of X2-U for LTE DC operation. There are no impacts to S1 procedure foreseen with the support of Option 3/3a/3x. The DC procedures defined in TS 36.423 [a] are used as baseline.

12.3.3
Option 4/4a

12.3.3.1
Architectural aspects

Network interface configurations can be defined in Figure 12.3.3.1-1 and Figure 12.3.3.1-2.

[image: image10.emf]gNB

NGC CP Node

eLTE eNB


Figure 12.3.3.1-1: C-Plane connectivity for Option 4/4a
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Figure 12.3.3.1-2: U-Plane connectivity for Option 4/4a

12.3.3.2
Procedural aspects

The procedures defined under section 10.1.2.8 (Dual Connectivity operation) in TS 36.300 [z] can be a reference for defining the new Xn based procedures, in which gNB and eLTE eNB connected via Xn are considered to have the role similar to MeNB and SeNB, respectively. The NR new QoS model defined in section 11 will be applied for the new Xn based procedures.
12.3.4
Option 7/7a/7x
12.3.4.1
Architectural aspects

Network interface configurations can be defined in Figure 12.3.4.1-1 and Figure 12.3.4.1-2.
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Figure 12.3.4.1-1: C-Plane connectivity for Option 7/7a/7x
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Figure 12.3.4.1-2: U-Plane connectivity for Option 7/7a/7x
12.3.4.2
Procedural aspects

The procedures defined under section 10.1.2.8 (Dual Connectivity operation) in TS 36.300 [z] can be a reference for defining the new Xn based procedures, in which eLTE eNB and gNB connected via Xn are considered to have the role similar to MeNB and SeNB, respectively. The NR new QoS model defined in section 11 will be applied for the new Xn based procedures.
12.4
PDU Session Management
12.4.1
Session Setup
The NG Session Setup is initiated by the NG CP over the NG-C interface following a PDU session request from the UE in order to exchange respective information between the NG Core and the gNB resulting in the creation of a context for the PDU session and related resources in the gNB. 
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Figure 12.4.1-1: PDU Session Setup over NG
-
At step 1 following a UE request for setting up a PDU session the NG CP determines a UPGW address and a TNL address corresponding to this UE and PDU session
-
At step 2 the NG CP establishes the PDU Session providing UPGW address, TNL address and other context information e.g. QoS information.
-
At step 3 the gNB TNL address, as received in step 2 is sent to the UPGW.
The TNL address(es) are then subsequently used by the gNB and the UPGW in the tunnel header of all packets exchanged over the NG-U interface. 

NOTE:
The above described procedure applies to both LTE eNB and gNB.

12.4.2
Session Modification
The NG Session Modification is initiated by the NG CP over the NG-C interface in order to modify the PDU Session and the context for the PDU session in the gNB. 
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Figure 12.4.2-1: PDU Session Modification over NG

-
At step 1 the NG CP initiates the PDU Session Modification procedure containing the identifier of the session to be modified and the session parameters to be modified (e.g. QoS information).
-
At step 2 the gNB modifies the context and takes into account the updated parameters.
-
At step 3 the gNB indicates to the NG CP the successful completion of the PDU Session Modification.
NOTE:
The above described procedure applies to both LTE eNB and gNB.

12.4.3
Session Release
The NG Session Release is initiated by the NG CP over the NG-C interface in order to release the PDU Session and the context for the PDU session in the gNB. 
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Figure 12.4.3-1: PDU Session Release over NG

-
At step 1 the NG CP initiates the PDU Session Release procedure containing the identifier of the session to be released.
-
At step 2 the gNB releases the context and triggers the associated reconfiguration towards the UE
-
At step 3 the gNB indicates to the NG CP the successful completion of the PDU Session Release.
NOTE :
The above describted procedure applies to both LTE eNB and gNB.
13
Radio transmission/reception

13.1
Potential spectrum
Editor’s notes: Capture potential spectrum information and associated information.
13.2
Co-existence consideration
Editor’s notes: Capture assumed scenarios for co-existence study, simulation assumptions and the results.
13.3
UE/BS RF feasibility
Editor’s notes: Capture RF feasibility for UE and BS (including assumed scope).

13.3.1
Common requirements for UE and BS

13.3.2
UE RF requirements

13.3.3
BS RF requirements
14
Performance assessments

Editor’s notes: The subsections will be created based on the scenario and requirement study.
15
Conclusions and Recommendations

15.1
Conclusions
15.2
Recommendations
Annex A: simulation scenarios and assumptions

A.1
Link level simulation assumptions
A.2
System level simulation assumptions
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