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1   Introduction
In TR36.933 a number of issues are listed and for some of them solutions have been provided. In this paper we discuss conclusions for Issue 1, which is described as follows:

“4.1
Issue 1: Backhaul long latency

The issue may arise in cases where the distance between the RAN and the node hosting the application content is long or the number of routers on this route is high. In these cases long transportation latency may be experienced. Consequently certain kinds of service may be impacted significantly due to the long latency. For example, backhaul delay increases the TCP RTT, therefore if TCP is configured in a way that it cannot cope with such delays, TCP throughput can be affected.”
The discussion in this paper is based on the following principles stated in TR36.933:

“5.1
General Principles
Impacts to the following LTE/EPC functions and principles of operation should preferably be avoided in order to ensure that the study can proceed within the RAN domain. Proposed solutions shall not be excluded solely on this basis, but sufficient benefits must be demonstrated in order to justify such impacts.

-
Security: current LTE security mechanism shall not be jeopardized, e.g. User identity and device confidentiality, etc (TS 36.300, TS 33.401, TS 23.401).-
Policy control: The Policy and Charging Enforcement Function shall remain in the PGW (TS 36.300, TS 23.203, TS 23.401).

-
Charging: it shall remain unchanged that the SGW/PGW is responsible for interfacing with the charging system, and CDR generation (TS 36.300, TS 23.401).

-
QoS: it shall follow current QoS control mechanism (TS 36.300, TS 23.203, TS 23.401).

-
Mobility anchor: SGW is the local Mobility Anchor point for inter-eNodeB handover (TS 36.300, TS 23.401).

-
UE IP address allocation: The UE’s IP address is assigned by PGW (or L-GW for local breakout) during the default bearer activation, or after default bearer activation. The UE IP address allocation mechanism shall not be changed. (TS 36.300, TS 23.401)

-
Lawful Interception: The lawful interception mechanism shall not be changed (TS 36.300, TS 23.401).”

The analysis suggests a way forward for solutions that address the issue, while respecting the above principles. 
2   Discussion

The solution documented in TR36.933 addressing issue 1 is based on the concept of caching content locally to the RAN. Such technique is assumed to reduce end to end delays for cached content.

Local caching can be feasible if the principles listed in section 5.1 of TR36.933 (listed above) are respected, namely:

· The P-GW shall be able to perform policing and charging enforcement for the content delivered to the UE

· Security shall be ensured, namely a UE request for a given service content shall be vetted by the CN in order to validate that a UE has the right to access the service in question and so to avoid that rogue UEs can access services that shall not be accessed. 

· Generation of CDRs shall be still placed in the S-GW

· QoS allocation for the content delivered to the UE shall be assigned by the CN as per today’s specifications. Each bearer that is setup for a UE has a set of QoS parameters that the CN assigns and that the RAN enforces during over the air transmission
· Mobility: unless a change of S-GW is needed the S-GW is the mobility anchor point that does not need to change when a UE moves from one eNB to another. This ensures fast path switch and low HO delays

· Lawful Interception: it is a general and very strict requirement that the CN shall be able to perform lawful interception for all the traffic delivered to a UE. The LI function shall therefore remain in the CN, so that UE traffic can be monitored

Observation 1: Local caching is a feasible solution so long as the principles in section 5.1 of TR36.933 are respected

In light of Observation 1 it can be deduced that local caching can be achieved by placing CN functionalities local to the RAN and by placing a local cache so that cached traffic can be controlled by the local CN functions. 
The above is perfectly in line with the concept of RAN virtualisation and edge computing, according to which the RAN or parts of it are virtualised on a platform that can host other processes, so to take advantage of virtualised functions “local” to the RAN. Along the same lines, an edge computing platform may host parts of the RAN, plus some CN functionalities, plus a local content cache. In this way all the principles listed in section 5.1 of TR36.933 are respected because the local CN instance can enforce all the functions supported over the cached content delivered to the UE.

Conclusion 1: Local caching can be achieved by enabling a decentralised instance of CN functionalities to handle locally cached content delivered to a UE 
It shall be mentioned that if the principles listed in section 5.1 of TR36.933 are not respected a major redesign of the LTE RAN would be needed. In fact, the RAN would need to host the following functions:

· Lawful Interception: it is not even granted that the RAN can perform such function as it is not assessed whether each RAN node is secured enough to host such security sensitive function

· Policing: The RAN shall somewhat support policy enforcement. Again it is not for sure that a RAN node can perform such function because policies shall be enforced by a node that cannot be tampered and it is not assessed whether any RAN node can fulfil such requirements. Moreover, support for such function would mean that the RAN has a number of new interfaces to CN nodes.
· Charging: The RAN shall create and issue CDRs. This is again a very security sensitive function and it is not for granted whether the RAN is secure enough to perform it. Charging policies shall be configured at the RAN, which implies new interfaces to the RAN from different CN nodes.

· Mobility: with the lack of a mobility anchor, which today is in the S/P-GW, a new mobility anchor would need to be defined. If such anchor is at the RAN itself every inter eNB handover would imply a change of UP anchor, which would make mobility performance very low due to long handover interruptions and likely packet losses.
· QoS: it is unclear how the RAN would be able to map the cached content into the “right” bearer with appropriate QoS configuration. Such assignment has so far been made by the CN.

Besides the challenges of supporting the above functions at the RAN one should also consider the huge costs incurred in supporting such processes in an eNB. For example, lawful interception is a very process intensive technique, which would imply some prohibitive requirements on RAN hardware. 

On the contrary, by supporting an instance of CN functionalities locally to the cached content it would be possible to host all the functions listed in section 5.1 of TR36.933 while avoiding impacts on the RAN.
Conclusion 2: If the functions listed in section 5.1 of TR36.933 needed to be supported at the RAN, this would imply a major RAN redesign and a considerable increase of RAN costs
It is therefore proposed that the study on Context Aware Service Delivery concludes that local caching is feasible assuming that the locally cached content can be handled by a local instance of the CN functionalities needed to support the principles/functions listed in section 5.1 of TR36.933.
3   Conclusions
This paper has discussed how the problem of long backhaul delays may be addressed by local content caching if it is assumed that the locally cached content can be delivered to the UE via a local instance of the CN, which shall perform the functions listed in section 5.1 of TR36.933.

The paper presented the following observations and conclusions.

Observation 1: Local caching is a feasible solution so long as the principles in section 5.1 of TR36.933 are respected

Conclusion 1: Local caching can be achieved by enabling a decentralised instance of CN functionalities to handle locally cached content delivered to a UE 
Conclusion 2: If the functions listed in section 5.1 of TR36.933 needed to be supported at the RAN, this would imply a major RAN redesign and a considerable increase of RAN costs
A TP proposing the conclusions above is presented in R3-170708
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