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Introduction
In this paper we present simulation results showing the performance of option 3-1. We show that the performance of option 3-1 is sensitive to the settings of the H-RLC and PDCP parameters, and that the performance degrades with increasing the CU-DU transport latency. This confirms some of the concerns that we raised in our previous contributions [1, 2, 3]. In addition, we re-iterate on some open issues with option 3-1 that we believe should be properly addressed. 

Performance analysis of option 3-1
2.1) ARQ retransmissions in LTE and in option 3-1
In LTE, the RLC receiver (RX) in acknowledged mode (AM) employs the reordering timer t-Reordering to trigger ARQ retransmissions [4]. When the RLC RX receives an out-of-order RLC-PDU, it assumes that some RLC-PDUs are missing and starts the t-Reordering timer. If the t-Reordering timer expires before the missing RLC-PDUs are received, the RLC RX sends a ‘STATUS REPORT’ to the RLC transmitter (TX) asking for the retransmission of the missing RLC PDUs. In LTE, setting the RLC t-Reordering timer is relatively simple because it is only needed to take into account for the delay over the air interface. In most cases, if an RLC-PDU is received out-of-order, is due to the fact that the missing RLC-PDUs are being retransmitted by the hybrid ARQ (HARQ) protocol in the MAC layer. Therefore, the RLC t-Reordering timer is usually set in such a way to account for a fixed number of HARQ retransmissions. If the missing RLC-PDUs are not received within a fixed number of HARQ retransmissions, the RLC RX can reasonably assume that they have been probably lost (i.e., they have not been recovered by the HARQ) and triggers their retransmissions.
Observation 1: In LTE, the RLC reordering timer is used to trigger the ARQ retransmissions. Setting the RLC reordering timer is relatively simple because it is necessary to account only for the latency over the air interface. 
According to [5] in option 3-1 the H-RLC RX in the CU does not perform reordering function. Therefore, one can assume that the t-Reordering timer would be not necessary in H-RLC. However, the H-RLC still needs a timer to trigger the retransmissions of missing RLC-PDUs and we will refer to this timer as t-Retransmission. We assume that the H-RLC t-Retransmission timer in option 3-1 is used in a similar way as the RLC t-Reordering timer in LTE. 
Observation 2: In option 3-1, since H-RLC does not perform reordering, a retransmission timer is needed to trigger the ARQ retransmissions. We assume that the H-RLC retransmission timer in option 3-1 operates in the same way as the RLC reordering timer in LTE.
However, setting the value of the H-RLC t-Retransmission timer in option 3-1 is more complex because it is necessary to take into account for possible varying transport network latency and varying queuing latency at the DU, in addition to the delay over the air interface. If the DU queue and transport network introduce fixed delays, then it is relatively easy to set the t-Retransmission timer (e.g., it is possible to use the same settings as in LTE). However, in a real network the DU queue delay and the transport network delay can vary significantly over time, e.g., because of a sudden increase in traffic at the DU or because a switch in the transport network experiences a temporary congestion. The latter is especially probable in cases where the same transport network is shared among different DUs, different RATs (e.g. LTE, 3G, WiFi) and with different access technologies (e.g., fixed access technologies such as DSL, HFC and PON). If the t-Retransmission timer is set too short, then the H-RLC will trigger unnecessary retransmissions and waste network resources, potentially making a transport congestion even worst. If the t-Retransmission timer is too long, the H-RLC receiver will wait too much time before triggering retransmissions in case RLC-PDUs have been lost (e.g., due to transmission errors over the air interface that have not been recovered by HARQ or due to a congestion in the transport that has caused a switch to drop packets).   
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Fig.  1: Example of a possible option 3-1 scenario in which it is difficult to correctly set the H-RLC retransmission timer.

Let us consider for instance the uplink (UL) scenario in Fig. 1. The H-RLC RX in CU receives RLC-PDU n+1 out-of-order and starts the t-Retransmission timer. In Fig. 1, RLC-PDU n has been delayed over the air interface (e.g., due to HARQ retransmissions) and it is waiting in the DU in the L-RLC buffer queue. In this case, if the t-Retransmission timer is too short, H-RLC will trigger an unnecessary retransmission of RLC-PDU n and waste network resources plus possibly worsening fronthaul and air interface congestions. On the other hand, if RLC-PDU n was lost (e.g., due a transmission error over the air interface not recovered by HARQ), if the t-Retransmission timer is too long, H-RLC will wait too much before triggering the retransmission of RLC-PDU n and this may cause the TCP window to starve and decrease the user throughput and overall service quality. We conclude that finding the optimal value for the t-Retransmission timer in option 3-1 is complex and that if there is even a minimum delay variation over the air plus fronthaul interface it would be inevitable that the setup of the timer would lead to a performance degradation at least in some cases. 
Observation 3: In option 3-1, identifying the optimal setting for the H-RLC retransmission timer is not possible when the DU queue and transport network latency vary over time. This will lead to either wasting network resources or reducing the user throughput.
2.2) Impact of PDCP reordering timer and CU-DU latency on the performance of option 3-1
In option 3-1 the reordering is performed by the PDCP layer. In LTE, the PDCP reordering is used in the case of dual-connectivity (DC) and it is based on the use of the PDCP t-Reordering timer. We assume that the same principle will be used in option 3-1. The PDCP t-Reordering timer operates in a similar way as the RLC t-Reordering timer. If a PDCP-PDU is received out-of-order, the PDCP RX starts the t-Reordering timer. While the timer is running, the PDCP RX buffers all new incoming out-of-order PDCP-PDUs and waits before sending them to the TCP RX. If the PDCP t-Reordering timer expires before the missing PDCP-PDU has been received, the PDCP RX releases the buffer and sends all the available out-of-order PDCP-PDUs to the TCP. The TCP will notice that one PDU has gone missing and will react accordingly (e.g., the TCP can decide to reduce the transmission window). 
Observation 4: In option 3-1, the reordering is done in the PDCP layer using the PDCP reordering timer, i.e., the same mechanism that is used in LTE for DC.
A main problem with option 3-1 is that the ARQ retransmissions might take a very long time due to the latency introduced by both the transport network and the DU queue. This makes the performance of option 3-1 very sensitive to the setting of the PDCP t-Reordering timer. To prove this fact, in Fig. 2 we present simulation results showing the performance of option 3-1 and option 2 as function of the PDCP t-Reordering timer. The results are obtained with a protocol simulator with a detailed implementation of TCP/PDCP/RLC/MAC protocols and assuming a fixed CU-DU transport delay of 30 ms. The link rate is 100 Mbps and the link is error-free. We compare the object bit rate for two object sizes, i.e., 1 MB and 8 MB. The details of the simulations are in Annex I. 
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Fig. 2: Performance of option 3-1 and option 2 as a function of the PDCP reordering timer.   
Fig. 2 shows that both option 3-1 and option 2 are very sensitive to a too short PDCP t-Reordering timer. This is because if the timer is set too short, PDCP will deliver out of sequence data to the e2e TCP connection, which will detect this as packet loss and reduce rate. 
For longer values of the reordering timer, it can be observed that option 2 is able to maintain a stable object bit rate. This is due to the fact that RLC retransmissions are very fast and it is possible to quickly recover the missing RLC segments. Consequently, we can conclude that the performance of option 2 are very stable as long as the PDCP t-Reordering timer is not too short. 
On the other hand, for longer values of reordering time, the object bit rate of option 3-1 decreases significantly. This is due to the fact that in option 3-1 the RLC retransmissions take a long time due to the additional transport network and DU queue latency. This causes the TCP window to stall, i.e., while waiting for the retransmission to arrive, the PDCP RX is not delivering data to the TCP connection. 
Observation 5: The simulation results show that the performance of option 3-1 is very sensitive with respect to the settings of the PDCP reordering timer. This is due to the fact that in option 3-1 the ARQ retransmissions might take a long time. This can cause a significant performance degradation.
The optimal value for PDCP reordering timer in option 3-1 is difficult to identify and depends on different factors, such as the object size (see Fig. 2). In addition, the optimal values for the PDCP reordering timer in option 3-1 might depend on the adopted transport layer protocol (e.g., TCP or UDP) and application. We can conclude that the performance of option 3-1 is very sensitive with respect to the PDCP reordering timer.
Observation 6: In option 3-1, identifying a unique optimal setting for the PDCP reordering timer is not possible because it depends on many parameters, such as object size, transport layer protocol, transport latency and application.
One could argue that the CU-DU latency of 30 ms that we used in our simulations is long and that advanced 5G transport technologies will offer usually shorter delays. On the other hand, in NR the delay over the air interface is also expected to decrease drastically, so that the ratio between the delay over the air interface and the delay over the transport network will probably remain constant. Therefore, we believe that our observations remain valid also for advanced 5G transport networks.
Observation 7: Our observations about the performance of option 3-1 remain valid also for advanced 5G transport networks.
It is important to note also that RAN2 has recently carried out a study for LTE dual-connectivity (DC) comparing the performance of centralized PDCP (DC option 3C) and partly centralized RLC with centralized ARQ (DC option 3D). The RAN2 simulation studies are reported in TS 36.842 and show that the centralized PDCP solution (DC option 3C) offers clear benefits. For this reason, RAN2 has decided to use the centralized PDCP solution (DC option 3C) for DC connectivity in LTE. 
Observation 8: RAN2 has recently carried out a study for LTE dual-connectivity (DC) comparing the performance of centralized PDCP (DC option 3C) and partly centralized RLC with centralized ARQ (DC option 3D). The simulation results in TS 36.842 show that DC option 3C has clear benefits and for this reason was selected by RAN2 for LTE DC.
Fig. 3 shows the object bit rate of option 3-1 normalized with respect to the object bit rate of option 2, for different values of the CU-DU transport latency. The PDCP t-Reordering timer is fixed to 220 ms and the object size is set to 8 MB. For the sake of time, the simulations have been performed using an C++ event driven simulator with a light implementation of the TCP/PDCP/RLC protocols. 
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Fig. 3: Object bit rate of option 3-1 normalized with respect to option 2, for different values of CU-DU transport latency.
Fig. 3 shows that the performance of option 3-1 decrease significantly with respect to option 2 while increasing the CU-DU latency. A different setting of the PDCP t-Reordering timer might increase the relative performance of option 3-1. However, as explained before, setting the PDCP t-Reordering timer is very difficult because of the dependence to the object size, transport protocol, etc. It is worth noting that our simulation results are very much in-line with the simulation results presented in previous meetings by other companies [6].
Observation 9: The performance of option 3-1 normalized with respect to option 2, decrease significantly while increasing the CU-DU transport latency. Our simulation results are in-line with the simulation results presented in previous meetings by other companies.
It is also worth noting the all the presented simulation results have been obtained with the assumption that the transport network does not introduce losses and that the transport network latency is constant. In a real transport network with packet losses and varying latency, the performance of option 3-1 is expected to be worse than those presented in Fig. 2 and 3.    
Observation 10: The performance of option 3-1 normalized with respect to option 2, might be additionally degraded if the transport network introduces packet losses and varying latency.

Additional open issues with option 3-1
A main motivation for option 3-1 is the flexibility of choosing the best radio leg on which to perform retransmissions in case of multi-connectivity [7]. On the other hand, a RAN plenary decision was taken to down-prioritize the work on multi-connectivity. Therefore, this advantage is not applicable, at least in the Rel-15 timeframe. In addition, we show in [8] that a more efficient solution to achieve high radio performance in a multi-connectivity scenario, is to employ option 2 and possibly to enhance the PDCP layer to perform event driven fast retransmission. 
Observation 11: A main motivation of option 3-1 is the flexibility of choosing the best radio leg on which to perform retransmissions in case of multi-connectivity. However, a RAN plenary decision was taken to down-prioritize multi-connectivity and therefore this advantage is not applicable for Rel-15 timeframe. Moreover, such advantage could be achieved by enhancing PDCP, if needed.
Another claimed advantage of option 3-1 is that it could introduce some pooling gains, thanks to the centralization of the ARQ protocol. However, it should be noted that the MAC and PHY processing are the most computation intensive baseband functions and that the pooling gain that can be achieved by centralizing the ARQ function is expected to be very small. In addition, in option 3-1 two buffers are required, i.e., one in the CU for the ARQ retransmissions and one in the DUs for the SO-based segmentation. Therefore, the overall buffer requirements might be increased. 
Observation 12: The pooling gain that can be achieved by centralizing the ARQ function is expected to be very small. Furthermore, option 3-1 might increase the overall buffer requirements because buffers are required both at CU and DU. 
Another claimed advantage of option 3-1 is that it could simplify inter-gNB handover. This observation is based on the argument that by having ARQ centralized it is possible to perform the handover without RRC involvement, since the H-RLC machines are maintained during the handover. However, it is important to consider that the L-RLC/MAC/PHY layers still need to be configured in the target cell. This involves signalling between the CU and the target DU to configure the L-RLC/MAC/PHY layers. Consequently, it is not obvious that this type of handover will be more efficient than a conventional RRC handover. 
Observation 13: It is not obvious that option 3-1 provides a more efficient way of implementing intra-gNB handover with respect to the conventional RRC handover.
Finally, it has been argued that option 3-1 can provide benefits in a self-backhauling scenario. However, it is important to consider that there might be circumstances in which the centralized ARQ with self-backhauling may become a disadvantage. For example, if the backhaul link introduces losses, the ARQ retransmissions must be done end-to-end, i.e., over both access and backhaul links. This leads to wasting radio resources on the access link. 
Observation 14: If the self-backhauling link introduces losses, option 3-1 might become a disadvantage because it leads to wasting radio resources.

Conclusions
In this paper we present simulation results showing the performance of option 3-1 and we also discuss open issues of option 3-1.
Observation 1: In LTE, the RLC reordering timer is used to trigger the ARQ retransmissions. Setting the RLC reordering timer is relatively simple because it is necessary to account only for the latency over the air interface. 
Observation 2: In option 3-1, since H-RLC does not perform reordering, a retransmission timer is needed to trigger the ARQ retransmissions. We assume that the H-RLC retransmission timer in option 3-1 operates in the same way as the RLC reordering timer in LTE.
Observation 3: In option 3-1, identifying the optimal setting for the H-RLC retransmission timer is not possible when the DU queue and transport network latency vary over time. This will lead to either wasting network resources or reducing the user throughput.
Observation 4: In option 3-1, the reordering is done in the PDCP layer using the PDCP reordering timer, i.e., the same mechanism that is used in LTE for DC.
Observation 5: The simulation results show that the performance of option 3-1 is very sensitive with respect to the settings of the PDCP reordering timer. This is due to the fact that in option 3-1 the ARQ retransmissions might take a long time. This can cause a significant performance degradation.
Observation 6: In option 3-1, identifying a unique optimal setting for the PDCP reordering timer is not possible because it depends on many parameters, such as object size, transport layer protocol, transport latency and application.
Observation 7: Our observations about the performance of option 3-1 remain valid also for advanced 5G transport networks.
Observation 8: RAN2 has recently carried out a study for LTE dual-connectivity (DC) comparing the performance of centralized PDCP (DC option 3C) and partly centralized RLC with centralized ARQ (DC option 3D). The simulation results in TS 36.842 show that DC option 3C has clear benefits and for this reason was selected by RAN2 for LTE DC.
Observation 9: The performance of option 3-1 normalized with respect to option 2, decrease significantly while increasing the CU-DU transport latency. Our simulation results are in-line with the simulation results presented in previous meetings by other companies.
Observation 10: The performance of option 3-1 normalized with respect to option 2, might be additionally degraded if the transport network introduces packet losses and varying latency.
Observation 11: A main motivation of option 3-1 is the flexibility of choosing the best radio leg on which to perform retransmissions in case of multi-connectivity. However, a RAN plenary decision was taken to down-prioritize multi-connectivity and therefore this advantage is not applicable for Rel-15 timeframe. Moreover, such advantage could be achieved by enhancing PDCP, if needed.
Observation 12: The pooling gain that can be achieved by centralizing the ARQ function is expected to be very small. Furthermore, option 3-1 might increase the overall buffer requirements because buffers are required both at CU and DU. 
Observation 13: It is not obvious that option 3-1 provides a more efficient way of implementing intra-gNB handover with respect to the conventional RRC handover.
Observation 14: If the self-backhauling link introduces losses, option 3-1 might become a disadvantage because it leads to wasting radio resources.

We conclude with the following proposal: 
Proposal: RAN3 is asked to agree that there are several open issues with option 3-1 that should be properly addressed and to capture them in TR38.801. 
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Annex I
In this appendix we describe the simulation setup used for the simulations presented in section 2 in this contribution. The simulations in Fig. 2 were performed with a protocol simulator with a detailed implementation of TCP/PDCP/RLC/MAC protocols. As the simulation is focused on the protocol effects, a simple physical layer model was used with a fixed 10 Mbps link rate per link, and fixed HARQ BLER for each HARQ transmission attempt. The HARQ BLER for the initial transmission was 0.3 and the HARQ residual error rate was 9E-4. Object sizes were 1MB and 8MB. The backhaul delay was 30ms, link rate 100Mbps and it is error free. The maximum number of HARQ retransmission attempts has been set to 4. The simulations in Fig. 3 have instead been obtained using a C++ simulator with a light implementation of the TCP/PDCP/RLC protocols. The relevant parameters are the same as described for Fig. 2.
image3.png
15

CU-DU transport latency [ms]

10

2181 119 123[q0 pazijeuwrioN




image1.png
H-RLC RX (CU)

RLC-PDU n+1

RLC-PDU n

Ethernet switch

Variable switch delay

L-RLC RX (DU)

Variable queue delay




image2.png
Object Bit Rate [Mbps]

14,0

12,0

10,0

8,0

6,0

4,0

2,0

50,0

LR S

~-®--Option 3-1 (8VB)
—e— Option 2 (8MB)
~-®--Option 3-1 (1MB)
—e— Option 2 (1 MB)

1000

150,0 200,0 250,0 300,0 350,0 200,0
PDCP Reordering Timer [ms]




