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1 Introduction
At the last RAN3 meeting a joint session with RAN2 was held. A number of companies asked for simulation results that could be used to compare Option 2 and 3-1.
In the first part of this paper, we present simulation results showing the performance of option 2 as a function of the CU-DU transport latency. We show that even with very long CU-DU transport delays, in the order of several tens of ms, option 2 shows good performance. In addition, option 2 is very robust against jitter and can support temporary increase in the CU-DU delay due to transport congestion. We conclude that option 2 allows to centralize and virtualize the CU in a regional or national data center, and to take maximum advantage of upcoming cloud technologies. This is not possible using other split options (options 3 – 8) that are more sensitive to delay and require that the CU is placed in a central office close to the DUs. 
In the second part of the paper, we illustrate some additional improvements that could be made for option 2. We conclude that option 2 introduces important and unique benefits and that it should be considered for standardization.
 
2 Performance analysis of option 2
The reference network scenario is shown in Fig. 1 and the detailed parameters used in the simulations are reported in Annex I.
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Figure 1: Reference network scenario used for our protocol simulations of option 2.

The UL and DL cell throughput as a function of the delay over link [n] are shown in Fig. 2. The number of failed and successful RRC connection establishment and re-establishment procedures as a function of the delay over link [n] are shown in Fig. 3. 
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Figure 2: Uplink (UL) and downlink (DL) cell throughput as a function of the delay over link [n] expressed in seconds (s).
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Figure 3: Number of successful and failed RRC connection establishment and RRC connection re-establishment procedures as a function of the delay over link [n] expressed in seconds (s).
Option 2 provides very good user and control plane network performance with CU-DU transport delays lower than 50 ms. The user and control plane performance decrease for CU-DU transport delays in the range of 50 – 100 ms, but they could be acceptable up to 100 ms. For CU-DU delays in the range of 100 – 200 ms, the UL and DL cell throughout degrades significantly and the RRC establishment and re-establishment procedures are largely affected. For a CU-DU delay higher than 200 ms, the RAN has reached its limit and almost no user is able to access the system, i.e., all the RRC connection establishment procedures fail. This is due to the fact that the overall round trip delay between UE and CU is very large and causes the expiration of the UE timer T300. The very large round trip delay is caused by both a long delay over the air interface, due to the large number of users in the simulation, and a long CU-DU delay (255 ms).
Based on the data reported in [1], we can assume that the average RTT between a DU and a regional/national data center is 15 ms when the network is congestion free (i.e., in normal working conditions) and it is around 50 ms in case of a severe congestion. Consequently, we observe that option 2 allows to centralize the CU in a regional or national data center, and to take maximum advantage of upcoming cloud and virtualization technologies. In addition, our results prove that option 2 can operate with any transport network, including legacy transport technologies such as Ethernet and digital subscriber lines (DSL) that introduce relatively long CU-DU delay. 
Observation 1: Option 2 offers good network performance even for very long CU-DU transport delays (up to 50 – 100 ms) and it is very robust against jitter. Consequently, option 2 allows to centralize and virtualize the CU in a regional or national data center, and to take maximum advantage of upcoming cloud technologies. In addition, option 2 can operate with any transport network, including legacy transport technologies. 
The other considered split options (options 3 – 8) are more sensitive to delay. In option 3, the maximum CU-DU delay is in the range of few ms due to the fact that the ARQ re-transmissions need to be fast enough, while they are susceptible to transport network latency. We show the negative impact of the CU-DU transport latency on the performance of option 3 in [2]. In option 5, the maximum CU-DU delay is in the range of few hundreds of μs and depends on how the scheduler is split between CU and DU [3]. Finally, in options 6 – 8 the maximum CU-DU delay is lower than 200 μs due to the HARQ timing requirements. Therefore, in options 3 – 8 it is not possible to centralize the CU in a regional or national data center and take advantage of new cloud technologies. In addition, these options might not provide good performance in the case of legacy transport technologies. 
Observation 2: In options 3 – 8 the CU-DU latency requirements forbid to centralize the CU in a regional or national data center and therefore it is not possible to take full advantage of innovative cloud technologies. In addition, these options might not provide good performance in the case of legacy transport technologies.

3 Additional advantages of option 2
From the user plane perspective, option 2 is compatible with dual-connectivity (DC) and thus allows traffic aggregation to/from DUs with different RATs, such as NR, LTE and WLAN. Additionally, it can facilitate the management of traffic load among DUs with different RATs. The capability of supporting traffic aggregation among different RATs is very important for implementing LTE/NR tight interworking. In option 2, this is possible because the PDCP layer is access agnostic and its functionalities are not tightly coupled to the lower layer functions. 
Another advantage of option 2 is that of aligning the logical nodes architecture of Option 3 (tight interworking between EPC connected LTE (MeNB) and NR (SgNB)) and other NGC connected options, such as Option 7 (tight interworking between NGC connected eNB and SgNB). Without such alignment one would need different logical nodes for NR in connectivity Option 3 and Option 7 
Observation 3: Option 2 simplifies the traffic aggregation to/from DUs with different RATs, e.g., LTE, NR, WLAN. This is because the PDCP layer is access agnostic. Option 2 preserves the logical nodes structures for NR in different CN connectivity options
In addition, since option 2 is compatible with DC, the adoption of option 2 allows to employ the same architecture for 4G and 5G networks. This can simplify the network planning and deployment phases. In addition, in option 2 the X2 interface could be re-used as a basis for designing a CU-DU interface with relatively small standardization effort. 
Observation 4: The adoption of option 2 allows to employ the same architecture for 4G and 5G networks, it simplifies the 4G/5G network planning and it requires lower standardization effort.    
In option 2 the HARQ and ARQ are in the same node, and the HARQ can inform the ARQ when a transport block with certain RLC-PDUs was lost over the air interface. In this way the ARQ can re-transmit the lost RLC-PDUs before receiving a status report from the receiver entity. This can save time and improve performance. 
Observation 5: In option 2, the HARQ and ARQ are in the same node and this can lead to faster retransmissions and improved performance.

4 Network deployment with cascading splits 
It was correctly pointed out in previous contributions that in 5G, in order to achieve high data rates, the deployment of small cells operating at high frequency is a promising solution [4]. Propagation conditions at high frequency are not stable and for this reason solutions are needed to address the case in which a cell experiences temporary blockage. In [4] a solution based on multi-connectivity with centralized ARQ (option 3) was proposed to address this issue. The solution proposed in [4] requires a high-performance transport network (TN throughput is higher than Uu throughput at any point in time) and requires that the CU is placed close to the DUs (low latency to minimize increase of RLC ARQ latency). 
In such scenario a better approach would be to maintain the PDCP-RLC split of option 2, which makes the option’s performance more resilient to CU-DU latency and jitter, while allowing PDCP level loss recovery when one of the links fails (temporarily). Namely, when the RRM function in the DU detects (e.g. based on CQI feedback, reciprocity, HARQ NACK ratio, interference measurements, …) that this radio interface is at least temporarily unusable, it may trigger the PDCP entity in the CU to retransmit the PDCP PDUs which are currently queued in the DU. Since the DU is in control of the Uu interface, the DU should also decide when to perform (PDCP) error recovery. A UE based function (e.g. based on gap detection and timers) would need to be conservative in order to avoid spurious retransmissions. 
When the PDCP entity in the CU (based on the trigger obtained from the failed DU) sends the retransmissions to the UE, it should also command the UE to retransmit the (typically very few) UL PDUs that might be stuck in the RLC/MAC layer of the suspended link. The network may signal this either by the RRC signaling introduced for DC. Alternatively, one could consider introducing a PDCP control PDU for that purpose. It should be noted that this mechanism could be applied both during mobility as well as with dual- and multi connectivity. This approach ensures that transmission related losses on the radio interface are recovered directly by RLC ARQ at the radio link and hence efficient and quickly (short control loop).
Observation 6: To address the issue of temporary cell blockage at high frequency, one possible approach is that of maintaining ARQ local to the radio link and optimizing the PDCP layer for fast retransmission of data that were not recovered by HARQ or ARQ.
In cases where the IP transport network is not considered trustable, the X2 needs to be secured. In order to secure the X2, the IPsec protocol is the solution specified by SA3. Establishing a large number of direct IPsec tunnels between the eNBs (or gNBs) might be a burden for the network operator. Therefore, operators often rely on centralized IPsec gateways located in regional or national data centers. In a DC scenario, this creates a traffic tromboning issue, because the traffic needs to flow form the source eNB (or gNB) to the target eNB (or gNB) via the centralized IPsec gateway. The traffic tromboning issues could be resolved by using option 2 with PDCP centralized in the local data center and co-located with the IPsec gateway (see Fig. 4). In this case, the traffic of the two eNBs (or gNBs) is split/aggregated above the IPsec gateway. The resilience of option 2 to CU-DU delays and jitters implies that such centralisation of the PDCP layer does not impact performances.
Observation 7: Option 2 can solve the problem of traffic tromboning via security GWs that arises in the case of non-trustable IP transport networks.
Basing on the above observation we conclude with the following proposals: 
Proposal 1: Option 2 introduces unique benefits for present and future network deployments, and therefore should be considered for standardization.
Proposal 2: RAN3 agrees with the TP in R3-170684.

5 Conclusions
In this paper we evaluate the performance of option 2. We observed that:
Observation 1: Option 2 offers good network performance even for very long CU-DU transport delays (up to 50 – 100 ms) and it is very robust against jitter. Consequently, option 2 allows to centralize and virtualize the CU in a regional or national data center, and to take maximum advantage of upcoming cloud technologies. In addition, option 2 can operate with any transport network, including legacy transport technologies.
Observation 2: In options 3 – 8 the CU-DU latency requirements forbid to centralize the CU in a regional or national data center and therefore it is not possible to take full advantage of innovative cloud technologies. In addition, these options might not provide good performance in the case of legacy transport technologies.
Observation 3: Option 2 simplifies the traffic aggregation to/from DUs with different RATs, e.g., LTE, NR, WLAN. This is because the PDCP layer is access agnostic. Option 2 preserves the logical nodes structures for NR in different CN connectivity options
Observation 4: The adoption of option 2 allows to employ the same architecture for 4G and 5G networks, it simplifies the 4G/5G network planning and it requires lower standardization effort.    
Observation 5: In option 2, the HARQ and ARQ are in the same node and this can lead to faster retransmissions and improved performance.
Observation 6: To address the issue of temporary cell blockage at high frequency, one possible approach is that of maintaining ARQ local to the radio link and optimizing the PDCP layer for fast retransmission of data that were not recovered by HARQ or ARQ.
Observation 7: Option 2 can solve the problem of traffic tromboning via security GWs that arises in the case of non-trustable IP transport networks.
Basing on the above observation we conclude with the following proposals: 
Proposal 1: Option 2 introduces unique benefits for present and future network deployments, and therefore should be considered for standardization.
Proposal 2: RAN3 agrees with the TP in R3-170684.

Annex I
In this annex we provide some details about the simulation results presented in section 2. The simulations are performed with a protocol simulator with a detailed implementation of TCP/PDCP/RLC/MAC protocols. We also employ a detailed implementation of the physical layer transmission using the 5G-NX model described in [5, 6]. The radio network is composed by 7 sites (21 cells) and the system bandwidth is 2 GHz. The UE arrival process is such that 10 UEs arrive each second with a limit of 400 UEs. The simulation time is 500 seconds. The traffic is associated to FTP download sessions, where each UE starts a new FTP download session every 10 seconds. To evaluate the CP performance, we set the UE timer T300 (RRC-connection-establishment timer) to 1 s and the UE timer T301 (RRC-connection-re-establishment) to 400 ms according to 3GPP indications.  
The reference network architecture is shown in Fig. 1. The DUs are connected to an IP router with a transport link that introduces a fixed 5 ms latency. The IP router is in turn connected to the CU with a link whose delay we varied between 0 and 400 ms. The traffic between CU and DU is carried over a modified X2 interface, which also allows to handle the basic RRC procedures (e.g., RRC connection establishment and re-establishment procedures) using the centralized RRC in the CU. It is worth noting that the transport links are assumed to introduce no packet losses.
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