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1
Introduction

The list of low-layer functional split options currently under discussion in RAN3 includes Option 5 (intra-MAC split), Option 6 (MAC-PHY split), and Option 7 (intra-PHY split), where Option 7 includes three downlink (DL) and two uplink (UL) sub-variants [1]. The list of candidate options is not exhaustive, because additional meaningful sub-options can be identified, especially with respect to Option 7 [2]. 
The consensus on whether or not to standardize any low-layer split options is yet to be reached. One of the reasons why such consensus is not yet available is due to the challenges of standardising a low layer split interface. To that effect, one factor that has been so far overlooked is the sheer diversity of implementation-specific information that the design of a CU-DU interface would have to take into account. The latter is even more valid at this point in time, when the PHY and MAC layers for NR have not yet been defined. 
This contribution substantiates the arguments that it is not feasible, at least so far, to standardise low-layer splits by analysing the information classes flowing over the CU-DU interface through the prism of two vital radio functions: scheduling (residing in MAC) and beamforming (BF, residing in PHY). Based on the arguments presented, it is concluded that RAN3 should not include in Release 15 work on low layer split architectures.
2
The implications of low-layer splitting
Low-layer splitting is a delicate issue because each of the above three options physically separates PHY and MAC functionalities that are functionally tightly coupled. One of the main factors in this respect is the throughput requirement on the transport network, which is of particular importance in NR, where channel bandwidths of hundreds of MHz and arrays of dozens of antennas (each consuming an entire CPRI throughput) require hundreds of Gbps of throughput on the transport network. A general approach to transport network throughput reduction is to place as many functionalities as possible into the DU, which is also likely to result in higher air interface peak rates, due to PHY processing close to the antenna. The main advantages of centralising as many processes in the CU, on the other hand, are pooling gains and superior computational resources. Both alternatives are subject to available transport network capacity.

Observation 1
CU-DU interface design must consider the available infrastructure i.e. the achievable throughput between CU and DU in individual networks. Available transport network capacity varies greatly between countries and operators.
Low-layer splitting results in physical separation of a number of PHY and MAC functions that work in tight conjunction. This, in turn, introduces a number of challenges that can be solved via smart implementations. Such optimal implementations need the exchange of proprietary information between CU and DU, making any attempt to standardise this interface result in a partial solution. 

Observation 2
All low-layer split options imply physical separation of tighly coupled PHY and MAC functionalities, the problem of which must be dealt with by specific implementations.
Having in mind the impact of transport network capacity on functional placement, and the fact that each of the scenario-specific challenges may have one or more solutions, the scenario-solution space in this respect becomes substantial. This inflates the sheer number of possible information classes that are exchanged over the CU-DU interface in all possible scenarios. 
To explain this in a clearer way one should consider that depending on the implementation followed to achieve a low layer split, the sequence of functions and therefore their placement along the protocol stack will change. As an example, different types of beamforming implementation require a beam management function that could be decentralised, or that could be centralised, or that could be hybrid; different types of scheduling techniques may have the need to interpret PHY measurements to provide enhanced beam steering and interference cancelation or not. Therefore the situation is much different from what we see in high layer splits, where e.g. ARQ will always be placed higher than HARQ and scheduling.
Consequently, choosing one particular low-layer split and defining a detailed interface reduces the options available to fulfil each specific scenario. 
Observation 3
The challenges imposed by low-layer splitting can be solved in a number of different ways. The solutions require cooperation of algorithms at opposite sides of the CU-DU interface, where the type of information exchanged depends not only on the algorithm in question, but also on physical placement of functions, which is, in turn, driven by available transport network capacity. Finally, some of the solutions may require breaching the usual order of functional blocks in the Tx/Rx chain.
Observation 4
Each low-layer split scenario comes with a number of challenges, where each challenge set may have more than one meaningful solution. The information classes exchanged over the CU-DU interface in different cases may differ significantly, which highlights the impossibility of accommodating all possible information classes with a single interface specification. 
Observation 5
Standardizing a CU-DU interface that allocates part of resources for proprietary information exchange questions the meaningfulness of interface standardization.
2.1
Information classes on CU-DU interface
Each of the three low-layer splitting options currently considered in RAN leads to physical separation of heavily intertwined PHY and MAC functions. Unfortunately, the placement of each of these functions in the CU or DU is dictated by the transport network constraints. The discussion below illustrates the diversity of information classes that may have to be exchanged over the CU-DU interface in order to overcome the challenges imposed by low-layer functional splitting.   

2.2.1    The interplay of BF and scheduling

The most prominent example of tight PHY and MAC function coupling is the one of BF and scheduling. Scheduling decisions must consider inputs from both PHY and MAC layers. Relevant MAC inputs are e.g. QoS parameters, MAC buffer states, priorities and whether or not there are any pending retransmissions; the inputs required from PHY are e.g. buffer states, modulation and coding rate used on the link, as well as SINR resulting from a particular set of BF weight values. BF is inseparable from scheduling, because the users whose respective beams might mutually interfere are not to be scheduled simultaneously. The level of interference depends on how close the users are and how well the beams are shaped. 
The BF weight calculation is a difficult optimization problem, which can be either solved offline (in the CU), or by applying simpler algorithms in the DU (to reduce latency and transport network throughput requirement). Every set of co-scheduled users and their respective BF weights yields a different SINR distribution in the cell,  where the optimal set of BF weights must be calculated in order to achieve the highest SINR. If the best SINR that can be achieved with a particular set of weights is insufficient, a new iteration of BF weight/co-scheduled user set calculation will be triggered in search of the best achievable SINR.. This iterative process may require two-way communication between scheduling and BF modules. Having in mind the multitude of information classes to be exchanged between BF and scheduling modules separated by a transport network, it follows that defining an interface specification that would capture an exhaustive set of relevant information classes is infeasible.
Observation 6
Beamforming and scheduling are tightly coupled, where all low-layer split options imply at least some level of physical separation of the two.
2.2.2    Description of BF parameters

The BF paradigm is dependent on the application scenario in question. In large NR cells covered by NR standalone deployments, in order to serve a user far away from gNB, the sole task of the BF module is to produce a highly-focused beam in one direction to reach the far-away user. Meanwhile, in highly loaded cells, the BF module has an additional responsibility of taking interference to/from other users into account. As mentioned earlier, this requires joint calculation of BF weights for adjacent transmission points and an interaction with scheduling module in MAC. 
In case of a good transport network, the BF intelligence can be placed in the CU, and the information content flowing over the interface in the two aforementioned cases would differ greatly, since in the former scenario the PHYs of different transmission points do not have to communicate with the MAC in CU for interference coordination. Conversely, placing the BF weight calculation module in the DU is suitable for scenarios with poor transport network performance, because quantity of BF weight data is proportional to the number of antennas. In this case, the interference coordination information must be exchanged over the CU-DU interface.
An intermediate option for reducing transport network throughput would be to place the BF intelligence centrally, but, instead of sending BF weights to the DU, the CU would explicitly send the spatial angle data. Spatial angle representation depends on the coordinate system used (e.g. polar, Cartesian), which would require at least several different versions of the interface. In scenarios with two or more close mutually interfering users, there is an additional complication of describing the beam null towards the interferer.
The CU-DU interface is usually dimensioned for 2/3 of the overall air interface peak throughput, most of which is allocated to user data, and only a fraction dedicated to control data. Having in mind that the bandwidth needed for transmitting BF weights can be non-negligible, another difficulty of standardising a single mechanism to convey beamforming support information is that fine-grained representations of BF weights can only be sent when there is sufficient bandwidth over the transport network, which would result in better BF performance. When such bandwidth is not present, BF information would need to be sent in different formats, less throughput-consuming, hence a single representation of such information is not possible. Finally, there exist more than a few techniques for joint transmission, where the input collected from participating PHYs is algorithm-specific (e.g. load in the cells, channel quality, user positions). Therefore, defining one interface that would accommodate all implementation options is nearly impossible. 
2.2.3    PHY measurements description

The information classes exchanged between the gNB and user equipment (UE) are standardized, but the same principle cannot be applied to the PHY measurement information conveyed to higher layers. The reason is that a detailed specification of the format of these measurements would limit the number of applicable solutions. 

As mentioned earlier, the meaning of SINR in BF is relativized: the common notion of link-specific SINR  is replaced by the concept of conditional SINR, which depends on the set of co-scheduled users. Furthermore, there is no single answer for definition of UL SINR, because it depends on the reception algorithm applied. For instance, the SINR in Interference Rejection Combining (IRC) can be defined either via crude interference power, or interference power after the cancellation. This information is vital for the scheduler and there is more than one meaningful format of this type of information. On the other hand, in more ambitious implementations, if transport network capacity allows, the PHY might want to send the entire channel matrix to the scheduler, instead of the SINR, especially in MU MIMO implementations. Finally, even if one could define a single useful class of PHY measurements, the issues of data representation would persist, for instance how many quantization bits should be used and how often should this information be collected;  the measurement value may be a snapshot or a  value averaged over a certain period of time.
2.2.4    Scheduling information
The information that the scheduler requires from the BF module depends on the BF implementation. The scheduler has an internal representation of the data that it uses as inputs and after making the decision, it must instruct the UP MAC. An ambitious scheduler would, in additional to its original duties, calculate the BF weights. In this case, the scheduler would require UE-specific information, such as UE buffer states. A simpler scheduler would, on the other hand, simply co-schedule all users with good SINR and let the PHY calculate the BF weights. A scheduler of intermediate complexity would, for example, inquire the BF module about which users can be co-scheduled with a high corresponding SINR and assemble the schedule accordingly. 
The scheduler decisions on allocating resources to users are an example of non-time critical function that may be placed in the upper MAC. The resource controller ultimately tells scheduler which fraction of resources should every user get, but there exist different ways to represent the fraction.For example, it could be a percentage of the rate or a percentage of usage of a particular channel. In general, many (even existing) functionalities are unexplored at this time point and standardization of information based on mere assumptions would limit the innovation and corresponding benefits. It is obvious that scheduling-related information classes exchanged over the CU-DU interface are both implementation- and scenario-specific, which speaks against CU-DU interface and low-layer split standardization.
2.2.5    MAC timing issues

Scheduling and HARQ are examples of time-critical functionalities, whose physical placement (at DU or CU) is dictated by available transport network throughput. In case of a bad transport network, one workaround is to split the MAC by placing the time-critical functions in the DU, where distributed MAC segments would communicate over the CU-DU interface.  

The input to scheduling module is the information about which users or bearers have data to send. This information is a bundle of user-specific data, whose size depends on the number of users connected to the gNB, where the exact content is implementation-specific (priorities, buffer states, channel quality on the DL etc.). The number of users to be presented to the scheduler at one point in time is scenario- (micro, macro) dependent, time- (day, night) dependent and dependent on coordination level at that point in time.  This makes this information class difficult to standardize. Furthermore, the schedulers are usually implemented on special purpose processors, which are by no means over-dimensioned and memory is a scarce resource. It is therefore essential that the scheduling input does not arrive too early or too late, but at a specific point in time not to incur in processor/memory over-runs. This will be increasingly difficult to achieve, having in mind that future transport networks will most likely be packet-based and due to the fact that NR allows for significantly shorter TTIs than those in LTE. 

Certain MAC functionalities must execute within a strictly defined deadline. For instance, in LTE HARQ, the eNB has 3 subframes (3 ms) to process the received packet and send the ACK/NACK. The processing consists of several stages, which take different amounts of time to execute, and the execution time might be variable. Furthermore, more execution time should be allocated for execution of complex processing stages, in order to reach optimal performance. In a scenario where tightly coupled HARQ processing stages are split over the CU and DU, the interface must enable negotiation of how much time each stage should take, where the aggregate processing time of all stages should not exceed the deadline. Meeting the HARQ deadline is essential, because a missed deadline may lead to gNB running out of HARQ processes, and empty (i.e. wasted) TTIs. The latter implies a hardware dependence for every procedure run over the CU-DU interface because different hardware implementations will deliver different completion times for different processes, but as explained, some processes need to be prioritised over others.
2.2.5   Hardware capability information
An important class of proprietary information exchanged over the CU-DU interface is related to capabilities of available hardware. For instance, if hardware accelerators exist on either side of the interface, part of processing load may be delegated to the hardware on the opposite side of the interface. In that case, in addition to the necessary input to the task in question, additional descriptors would have to be sent over the interface to facilitate the outsourced processing (e.g. the bits to be processed, along with the signifier of the processing operation – channel code/modulation type etc.). These descriptors may come in various formats, meaning that a CU-DU interface would have to come in several versions.

2.2.6    Equipment upgrades
The CU-DU interface design must allow for future equipment upgrades. Apart from good performance, a benefit of having good transport network capacity is the possibility of installing and operating the HW at the tower for an extended period of time. This implies building a simple DU, where the CU-DU interface must enable remote software upgrade. If transport network capacity is a scarce resource, a more complex DU with more functionalities can be built, where upgrades may require site visits. Both alternatives are meaningful in realistic scenarios, and any given CU-DU interface specification must accommodate for both options.
2.2.7    Backwards-compatibility and future-proofness
Many future deployments will have co-sited LTE and NR, meaning that a new CU-DU interface will have to serve both LTE and NR DUs. The information classes carried over the interface will hence likely be diverse, especially having in mind the disruptive paradigm shifts that NR introduced in terms of scheduling and BF.
A CU-DU interface shall also provide means for quick implementation of new features. The range of possible new features is unpredictable, especially since new features might not be only software- but also hardware-related (e.g. power-sleeping feature for a new type of circuit).  New features may range from simple ones (e.g. UE wake-up decision algorithms) to very disruptive ones (e.g. a novel scheduling technique). These features may require the exchange of a variety of information over the CU-DU interface, making a detailed interface specification at least risky. Short time-to-market must be enabled, and unconstrained by the slow pace of 3GPP standardization cycles. Last but not least, coordination of features implies that such features become available at the same time in both the DU and CU, which implies an alignment of roadmaps between vendors providing the different parts of the system.
2.2.8    General Observation on Franthaul Bandwidth

This paper states that implementations are depending on transport network performance and bandwidth. The objective is to highlight that, depending on the performance level of an operator’s transport network, an implementation may need to adapt the way the RAN is split to achieve robustness and performance. This does not imply that ballpark figures for the performance and throughput of transport networks with respect to type of split applied will not be known. As already started in the 5G RAN study conducted in RAN3, it is possible to know the range within which transport network bandwidth needs to be available for each type of split. 

However, to finding the right implementation fitting the exact transport network of an operator requires flexibility in how the splits can be applied. So it should be clear that this paper argues on the possibility to meet all possible transport conditions in an operator’s network and that standardising one flavour of RAN spits implies preventing such flexibility.
3
Conclusion
This contribution shows that low-layer splitting leads to separation of heavily intertwined PHY and MAC functionalities, where the main factors in the choice of a split are the availability of transport network capacity and the implementation choice made by a vendor for the design of such processes. The separation gives way to a number of challenges, especially when it comes to information exchange between these tightly-coupled modules. The solutions to these challenges are proprietary and require the exchange of proprietary information over the CU-DU interface, where the sheer diversity of possible information classes is a deal-breaker when it comes to detailed standardization of a CU-DU interface.

Observation 1
CU-DU interface design must consider the available infrastructure i.e. the achievable throughput between CU and DU in individual networks. Available fronthaul capacity varies greatly between countries and operators.
Observation 2
All low-layer split options imply physical separation of tighly coupled PHY and MAC functionalities, the problem of which must be dealt with by specific implementations.
Observation 3
The challenges imposed by low-layer splitting can be solved in a number of different ways. The solutions require cooperation of algorithms at opposite sides of CU-DU interface, where the type of information exchanged depends not only on the algorithm in question, but also on physical placement of functions, which is, in turn, driven by available transport network capacity. Finally, some of the solutions may require breaching the usual order of functional blocks in the Tx/Rx chain.
Observation 4
Each low-layer split scenario comes with a number of challenges, where each challenge set may have more than one meaningful solution. The information classes exchanged over the fronthaul in different cases may differ significantly, which highlights the impossibility of accommodating all possible information classes with a single interface specification.  

Observation 5
Standardizing a CU-DU interface that allocates part of resources for proprietary information exchange questions the meaningfulness of interface standardization.
Observation 6
Beamforming and scheduling are tightly coupled, where all low-layer split options imply at least some level of physical separation of the two.
Proposal 1
Based on the arguments presented, RAN3 should agree not to standardize low-layer split options within Release 15.


Proposal 2
It is proposed that RAN3 agrees on the TP for TR 38.801 provided in [3].
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