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1. Introduction
To clean up the remaining FFS and editor’snote, we provide a TP.

Note FFS in section 7.2.1 is treated in [1]

2. References

[1]
R3-170621, " FFS on CP between EPC and gNB,"NTT DOCOMO, INC.
TP
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

4.1
Support for high reliability low latency services
The NR shall be able to support the highly reliable (i.e. with low ratio of erroneous packets), and low latency services. 

Support for high reliability services is subject to the following requirements and assumptions:

- High Reliability: 

High reliability is about providing high likelihood of delivering error free packets through the 3GPP system within a bounded latency. A performance metric for high reliability is the ratio of successfully delivered error free packets within a delay bound over the total number of packets. The required ratio and latency bound may be different for different URLLC use cases.

- High Availability:

High availability is related to a communication path through the 3GPP system providing reliable services. This communication path between the communication end points is made up of radio links as well as transport links and different HW and SW functions. The NR should provide high availability, in addition to deploy redundant components and links for these radio, transport and HW/SW.

- Low Latency:

According to TR 38.913, the NR should support latencies down to 0.5 ms UL/DL for URLLC.
Whether a new function is needed at the NR to support high reliability low latency services can be discussed in normative phase.

Whether and how end to end delays will be considered can be discussed in normative phase.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.1
Functional split between central and distributed unit
11.1.1
General description of split options
In the study item for a new radio access technology, 3GPP is expected to study different functional splits between central and distributed units. E-UTRA protocol stack is taken as a basis for further discussion, with the understanding that the conclusions may need to be revisited, once RAN2 defines the protocol stack for NR. The following functional splits between central and distributed unit are possible, as illustrated in Figure 11.1.1-1.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------


-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.1.2.7
Option 7 (intra PHY split)

Description: Multiple realizations of this option are possible, including asymmetrical options which allow to obtain benefits of different sub-options for UL and DL independently (e.g. Option 7-1 is used in the UL and  Option 7-2 is used in the DL). A compression technique may be able to reduce the required transport bandwidth between the DU and CU.

In the UL, FFT, and CP removal reside in the DU. Two sub-variants are described below. Remaining functions reside in the CU. 

In the downlink, iFFT and CP addition reside in the DU. Three sub-variants are described below. The rest of the PHY resides in the CU.

Benefits and Justification (common among Option 7-1, 7-2 and 7-3):
-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
These options are expected to reduce the fronthaul requirements in terms of throughput further details can be discussed in normative phase.

-
Centralized scheduling is possible as MAC is in CU. e.g. CoMP

-
Joint processing (both transmit and receive) is possible with these options as MAC is in CU.

Cons: 
-
This split may require subframe-level timing interactions between part of PHY layer in CU and part of PHY layer in DUs. 
Option 7-1

Description:
In the UL, FFT, CP removal and possibly PRACH filtering functions reside in the DU, the rest of PHY functions reside in the CU.  The details of the meaning of PRACH filtering can be discussed in normative phase.   

In the DL, iFFT and CP addition functions reside in the DU, the rest of PHY functions reside in the CU.

Benefits and Justification:
-
Allows the implementation of advanced receivers
Option 7-2

Description:
In the UL, FFT, CP removal, resource de-mapping and possibly pre-filtering functions reside in the DU, the rest of PHY functions reside in the CU.   The details of the meaning of pre-filtering can be discussed in normative phase.   

In the DL, iFFT, CP addition, resource mapping and precoding functions reside in the DU, the rest of PHY functions reside in the CU.

It is a requirement that both options allow the optimal use of advanced receivers. Whether or not these variants meets this requirement can be discussed in normative phase.

Option 7-3 (Only for DL)
Description:
Only the encoder resides in the CU, and the rest of PHY functions reside in the DU. 

Benefits and Justification
-
This option is expected to reduce the fronthaul requirements in terms of throughput to the baseband bitrates as the payload for Option 7-3 is encoded data.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.1.2.9
Summary table
Summary on characteristics of different CU-DU split options is shown in Table 11.1.2.9-1.

Table 11.1.2.9-1 Summary on characteristics of different CU-DU split option

	
	Opt.

1
	Opt.

2
	Opt.

3-2
	Opt.

3-1
	Opt.

5
	Opt.

6
	Opt.

7-3
(only for DL)
	Opt.

7-2
	Opt.

7-1
	Opt.

8

	Baseline available
	No
	Yes (LTE DC)
	No
	Yes (CPRI)

	Traffic aggregation
	No
	Yes

	ARQ location
	DU
	CU
May be more robust under non-ideal transport conditions

	Resource pooling in CU
	Lowest
	in between (higher on the right)
	Highest

	
	RRC only
	RRC + L2 (partial)
	RRC + L2
	RRC + L2 + PHY (partial)
	RRC + L2 + PHY

	Transport NW
latency requirement
	Loose
	Note 7
	Tight

	Transport NW Peak BW requirement
	N/A
	Lowest
	in between (higher on the right)
	Highest

	
	No UP req.
	baseband bits
	Quantized IQ (f)
	Quant. IQ (t)

	
	-
	Scales with MIMO layers
	Scales with antenna ports

	Multi-cell/freq. coordination
	multiple schedulers
 (independent per DU)
	centralized scheduler
 (can be common per CU)

	UL Adv. Rx
	Note 7
	NA
	Note 7
	Yes

	Remarks
	NOTE 4
	
	
	
	NOTE 5/6
	NOTE 5
	NOTE 5
	NOTE 5
	
	


NOTE 1:
This summary is based on LTE protocol stack and is to be updated if necessary based on NR protocol stack.
NOTE 2:
This summary table is not to be used for evaluation of split options in its current form.
NOTE 3:
The table is intended to provide a high-level summary on the characteristics of the different CU-DU split options. Therefore, the items listed are non-exhaustive (but rather limited to some of the main items), and the descriptions are abstractive (rather than being accurate but too detailed).
NOTE 4:
Beneficial for URLLC/MEC ( Can be discussed in normative phase).

NOTE 5:
Complexity due to separation of Scheduler & PHY processing.

NOTE 6:
Complexity due to separation of Scheduler & HARQ.
NOTE 7:
Can be discussed in normative phase.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.1.3
Architectural and specification aspects

-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.1.3.1
Number of split options to be specified and supported by open interface
There are transport networks with performances that vary from high transport latency to low transport latency in the real deployment. 3GPP specifications should try to cater for these types of transport networks. For transport network with higher transport latency, higher layer splits may be applicable. For transport network with lower transport latency, lower layer splits can also be applicable and preferable to realize enhanced performance (e.g. centralized scheduling). Thus, preferable option would be different between different types of transport networks (ranging from lower layer split for transport networks with lower transport latency to higher layer split for transport networks with higher transport latency). Furthermore, within lower layer split discussion, there are both demands to reduce transport bandwidth and demands to support efficient scheduling and advanced receivers.
NOTE : The decision for the number of specified options should be made before moving to the WI phase based on the study results. RAN3 should focus on Option 2 and/or Option 3 for higher layer split options, and focus on other than Option 8 for lower layer split options. But specification aspects should be assessed before actually deciding.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.1.3.2
Implications of LTE/NR tight interworking
LTE <-> NR interworking is mainly based on Dual-Connectivity-like mechanisms. Such approach does not imply any particular functional split. The requirement that could be extrapolated by the LTE-NR tight interworking requirement is that of allowing aggregation of PDCP functionalities, in case of split bearers. Whether other requirements may arise can be discussed in normative phase.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.1.3.3
Granularity of the Functional Split
Some possible options for the granularity of the CU/DU functional split are listed below:
-
Per CU: each CU has a fixed split, and DUs are configured to match this.
-
Per DU: each DU can be configured with a different split. The choice of a DU split may depend on specific topology or backhaul support in a given area.
NOTE 1:
For 2 cases above, how the CU/DU decide or coordinate the split can be discussed in normative phase, but a fallback would of course be through configuration. Alternatively the split could be “negotiated” taking into account capabilities of the two units, and deployment preference e.g. based on backhaul topology.
-
Per UE: different UEs may have different service levels, or belong to different categories, that may be best served in different ways by the RAN (e.g. a low rate IOT-type UE with no need for low latency does not necessarily  require higher layer functions close to the RF).
-
Per bearer: different bearers may have different QOS requirements that may be best supported by different functionality mapping. For example, QCI=1 type bearer requires low delay but is not SDU error sensitive, while eMBB may not be delay sensitive but has challenging requirements on throughput and SDU error rate.
-
Per slice: it is expected that each slice would have at least some distinctive QOS requirements. Regardless of how exactly a slice is implemented within the RAN, different functionality mapping may be suitable for each slice.
From above, Per CU and Per DU options pertain to flexibility of network topology, and should be straightforward to support. Whether procedures are required to handle the initial configuration (or O&M is relied upon) is can be discussed in normative phase. Note that in the Per DU option, one CU may need to support different split levels in different interfaces, which is not the case in the Per CU option.
Further granularity (Per UE, Per bearer, Per slice) requires analysis and justification based on QOS and latency requirements. Note that the Per UE, Per bearer and Per slice options imply that a particular instance of the interface between CU/DU would need to support simultaneously multiple granularity levels on user plane.
NOTE 1:
The baseline is CU based or DU based. If there are demands to have finer granularity (e.g. Per UE,Per bearer, Per slice), justification should be made clear first.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.1.3.7
Transmission of RRC message over the CU-DU link
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Figure 11.1.3.7-1: Transmission of RRC message between the CU and the UE via the DU

The RRC related functions should be located in the CU for all functional split options. The RRC message between the gNB and the UE should be transferred through the interface between the CU and the DU as illustrated in Figure 11.1.3.7-1. RRC messages could require a differentiated transport between CU and DU compared to data transport, e.g. in terms of robustness and delay. 
NOTE : How to carry the RRC message via CU-DU interface can be discussed in normative phase.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

11.2.3
Void


11.3
Realization of RAN Network Functions
11.3.1
Requirements

NR shall allow Centralized Unit (CU) deployment with Network Function Virtualization (NFV).

NOTE : the definition of RAN Network Functions, Virtualization and CU can be discussed in normative phase.
-----------------------------------------------Unchanged sections are omitted-----------------------------------------------------------

B.1
Description of candidate solutions
This section presents description of possible protocol stack options for the user plane.
Solution 1: GTP-U/UDP/IP 

GTP-U/UDP IP (TS29.281) is a protocol already used over S1, X2, S5/8 LTE interfaces. This is illustrated below:
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Figure B.1-1: GTP-U/UDP/IP Protocol stack
The details of the GTP-U structure is shown below:
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Figure B.1-2: GTPv1 Header

This protocol stack offers the following key characteristics:

Table B.1-1 Key Characteristics of GTP/UDP/IP
	Feature
	GTP

	Message Type
	Yes.

	Length
	16-bit payload length

	Protocol multiplexer
	No: all packets of a given tunnel must be of same type and this type needs to be configured through NGAP if it is different than IP.

	payload Type
	Supports any payload.

	Tunnel multiplexer
	Mandatory 32-bit TEID

	Sequence Number
	Optional 16-bit

	Checksum
	In UDP header

	QoS transport marking
	DSCP in outer IP header (TS 36.414)

	5G QoS marking
	Needs specific extension (encapsulation) header as per SA2 interim agreement (extension must be at least 4 octets long).

	Carried over
	UDP/IP port 2152

	End Marker in HO
	Message Type 254

	Transport overhead
	IP + UDP + GTP Hdr (20 bytes + IP header)

	U-plane possible without tunnelling
	No.

	NAT Traversal
	Yes.


Solution 2: GRE/IP 

Generic Routing Encapsulation protocol (GRE) over IP has been specified in the IETF (RFC 2784, RFC 2890) and has been applied for e.g. PMIP based S5/S8, 3GPP LWIP, 3GPP2. This is illustrated below:
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Figure B.1-3 GRE/IP Protocol stack

The details of the GRE structure is shown below:
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Figure B.1-4: GRE Header

This protocol stack offers the following key characteristics:
Table B.1-2 Key Characteristics of GRE/IP
	Feature
	GRE

	Message Type
	No (NOTE 1)

	Length
	In IP header

	Protocol multiplexer
	Yes: 16-bit payload identifier (Ethertype).

	payload Type
	Supports any payload specified as Ether Protocol Type (e.g. can support Ethernet over GRE).

	Tunnel multiplexer
	Optional 32-bit Key

	Sequence Number
	Optional 32 bit

	Checksum
	Optional

	QoS transport marking
	DSCP in outer IP header

	5G QoS marking
	Requires extension (NOTE 1)

	Carried over
	IPv4/IPv6 (IETF protocol number 47)

	End Marker in HO
	No (NOTE 1)

	Transport overhead
	IP + GRE (4-16 bytes depending on fields used + IP header).

	U-plane possible without tunnelling
	Yes (NOTE 2)

	NAT Traversal
	No (NOTE 3).


NOTE 1: Partitioning of the KEY field could be done to reserve a few bits for this feature. The interpretation of KEY field by the receiver can be specified in 3GPP specification.

NOTE 2: Whether GRE/IP/L2 can be removed from the protocol stack in some cases and then the remaining L2 can be carried directly over any underlying technology (MPLS-EVPN, VXLAN, ...) can be discussed in normative phase . 

NOTE 3: It needs to be determined from requirements (SA2) if NAT traversal is required over NG interface. If needed, an alternative approach is to use GRE over IPV6.

Solution 3: Protocol Oblivious Encapsulation (PoE) 

PoE is expressed without limiting the structure to specific formulations. This can be done by enhancing the configurability of the encapsulation protocol over the control plane.  
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Figure B.1-5: Protocol Oblivious Protocol stack

On the DL during interface establishment, the control plane configures the locations of each needed field. This location is indicated as a pair of numbers <length, offset> from the underlying TNL. Example fields could be PDU session identifier, QoS marking etc. The location of the User plane PDUs is similarly indicated.
The details of an example PoE structure is shown below, with 3 fields identified over NG-C at different locations in an NG-U transport packet.
	Field
	<Length, Offset>

	Field 1
	<12, 10>

	Field 2
	<12, 64>

	Field 3
	<6, 58>


 SHAPE  \* MERGEFORMAT 



Figure B.1-6: PoE Header in DL
On the UL as part of PDU session configuration, the NG-C provides a bytestring. The gNB prepends this bytestring to every PDU associated with this PDU session before transmission on the TNL. 

 SHAPE  \* MERGEFORMAT 



Figure B.1-7: PoE Header in UL
NOTE 1:
Whether it is feasible for RAN to read or write the tunnelling header can be discussed in normative phase.
NOTE 2:
The performance of the protocol e.g. on flexibility and efficiency can be discussed in normative phase.
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�If there is agreed TP for this section in RAN3#95, this change is not necessary.
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