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1
Introduction
This paper provides a text proposal for corrections to TR 38.801.
2
Text Proposal for TR 38.801 V0.6.1
Beginning of Text Proposal
5.5
Shared RAN deployment
NR should support shared RAN deployments, supporting multiple hosted Core Operators. The Shared RAN could cover large geographical areas, as in the case of national or regional network sharing. The Shared RAN coverage could also be heterogeneous, i.e. limited to few or many smaller areas, for example in the case of Shared in-building RANs. A shared RAN should be able to efficiently interoperate with a non-shared RAN.
Each Core Operator may have their own non-shared RAN serving areas adjacent to the Shared RAN. Mobility between the non-shared RAN and the Shared RAN shall be supported in a way at least as good as for LTE. 

The Shared RAN may (as for the case of LTE) operate either on shared spectrum or on the spectrum of each hosted Operator. 
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Figure 5.5-1: Shared RAN deployment

Next Change
6.2
RAN functions description
NOTE 1:
The further detail of the functionalities needs further study.

Functions similar to E-UTRAN as listed in TS 36.401 [3]
-
Transfer of user data

-
Radio channel ciphering and deciphering

-
Integrity protection

-
Header compression

-
Mobility control functions:

-
Handover

-
Inter-cell interference coordination

-
Connection setup and release

-
Load balancing

-
Distribution function for NAS messages

-
NAS node selection function

-
Synchronization
-
Radio access network sharing

-
Paging 

-
Positioning
Functions specific for New RAN:

-
Network Slice support

-
This function provides the capability for New RAN to support network slicing
-
Tight Interworking with E-UTRA
-
This function enables tight interworking between NR and E-UTRA by means of data flow aggregation. This function includes at least dual connectivity. Interworking with E-UTRA is supported for collocated and non-collocated site deployments.
-
Multi-connectivity
-
This function provides means for connectivity between an New RAN node and multiple New RAN nodes by means of data flow aggregation.
-
E-UTRA-NR handover through a New RAN interface

-
This function provides means for E-UTRA-NR handover via the direct interface between an eLTE eNB and a gNB.

-
Session Management
-
This function provides means for the NGC to create/modify/release a context in the New RAN associated with a particular PDU session of a UE and the corresponding tunnel between the New RAN node and the UPGW.
New RAN may also include other functions:
-
Contacting UEs in inactive mode (feasibility of UE Inactive mode to be further studied and coordinated with RAN2)
-
In the inactive mode, the UE context is stored in RAN and UP data is buffered in RAN. 

Editor’s Note:
 Work on inactive mode in RAN3 is on hold until respective input is provided from RAN2 or concept work on the WI on "Signalling reduction to enable light connection for LTE" is regarded to be sufficiently mature to be examined for applicability for 5G.
-
Direct services support (further study related with D2D, coordinate with RAN1, RAN2)

-
This function provides communication whereby UEs can communicate with each other directly
-  Interworking with non-3GPP systems 
- This function provides interworking between NR and Non-3GPP RAT (e.g. WLAN).

-
E-UTRA - NR handover via CN

-
This function provides means for E-UTRA - NR handover via CN.
Note: Support of the E-UTRA - NR HO via CN change (EPC<->NGC) function depends on progress in SA2. When discussing solutions to support this function, RAN3 needs to consider factors such as adaptation of the source RAN/CN to the target RAN/CN

-
E-UTRA-NR inactive mode mobility using a direct interface between an eLTE eNB and a gNB.

-
This function provide means for UE mobility in a RAN controlled inactive mode between NR and E-UTRA using a direct interface between an eLTE eNB and a gNB for context fetching and paging.

Editor’s Note:
This approach is pending discussions on “light connection” and respective discussions on paging.

Editor’s Note:
Local Breakout enables UE traffic to breakout locally to the Local Network without traversing a centralised mobile operator’s core network. Whether Local breakout is a RAN function is pending SA2 decision.
Next Change
7.2.2
General principles
The general principles for the specification of the NG interface are as follows:

-
the NG interface shall be open;
-
the NG interface shall support the exchange of signalling information between the New RAN and NGC;
-
from a logical standpoint, the NG is a point-to-point interface between a New RAN node and an NGC node. A point-to-point logical interface shall be feasible even in the absence of a physical direct connection between the New RAN and NGC;
-
the NG interface shall support control plane and user plane separation;
-
the NG interface shall separate Radio Network Layer and Transport Network Layer;
-
the NG interface shall be future proof to fulfil different new requirements and support of new services and new functions;
-
the NG interface shall be decoupled with the possible New RAN deployment variants.
-
the NG Application Protocol shall support modular procedures design and use a syntax allowing optimized encoding /decoding efficiency.
NOTE 1:
The working assumption is that the interface between eLTE eNB and NGC is also NG.
7.2.3
NG Interface Functions

NG-C interface supports following functions:

-
Interface management: The functionality to manage the NG-C interface; 

-
UE context management
: The functionality to manage the UE context between the New RAN and CN;

NOTE 1:
The UE context information may include roaming and access restriction and security information.
NOTE 2:
The UE context information may include the information related with network slicing.
-
UE mobility management: The functionality to manage the UE mobility for connected mode between the New RAN and CN; 

-
Transport of NAS messages: procedures to transfer NAS messages between the CN and UE;

-
Paging: The functionality to enable the CN to generate Paging messages sent to the New RAN and to allow the New RAN to page the UE in RRC_IDLE state;

-
PDU Session Management: The functionality to establish, manage and remove PDU sessions that are made of data flows carrying UP traffic.  

-
Congestion and overload control (FFS): this function supports request to the New RAN on congestion and overload control in order to help prevent mobility management and session management signalling requests from UEs.
7.2.4
NG Interface Procedures
To support the functions listed in Section 7.2.3 the NG interface should support the following procedures. The procedures are classified in different categories.
Interface management procedures:
-
NG Setup: To establish an NG interface between the New RAN and NGC nodes (FFS)
-
Configuration Updates from New RAN and NGC nodes: To update configuration of the interface from the New RAN or NGC (FFS)
-
NG Reset: To reset the NG interface
-
Error Indication: To report detected errors in one incoming message
UE Context Management Procedures:
-
Initial Context Setup: To establish the initial UE context both in New RAN and in NGC (FFS)
-
UE Context Release: To remove UE context information (FFS)
-
UE Context Modification: To modify an already established UE context (FFS)
UE Mobility Management Procedures:
-
Handover Preparation: Needed to prepare resource allocation from the source RAN to the NGC for a UE handing over (FFS)
-
Handover Resource Allocation: Needed to reserve resources at the target RAN for a UE handing over (FFS)
-
Path Switch Request: Needed to request the switch of a UP connection to a different UP GW at the NGC (FFS)
-
Handover Cancel: Needed to cancel an ongoing handover preparation or an already prepared handover (FFS)
-
Handover Notification: Needed to indicate to the NGC that handover has been successfully completed (FFS)
Transport of NAS Messages Procedures:
-
Initial UE Message: To transport the first NAS PDU sent when no UE signaling connection is established from the UE to the NGC (FFS)
-
DL NAS Transport: To transport NAS PDUs in DL (FFS)
-
UL NAS Transport: To transport NAS PDUs in UL (FFS)
-
Non Delivery NAS Indication: To indicate that the New RAN node did not deliver a NAS PDU to the UE (FFS)
-
NAS Rerouting: In order to route a NAS request to a different CN node (FFS)
Paging Procedures:
-
Paging: To provide a paging instruction from the NGC to the New RAN
PDU Session Management Procedures:
-
PDU Session Setup: Needed to establish a PDU Session and assign resources to it according to the QoS and other configuration parameters assigned to the flow(s) configured within the session
-
PDU Session Modify: Needed to modify a previously configured PDU session (FFS)
-
PDU Session Release: Needed to release a previously configured PDU Session
-
PDU Session Modification Indication: Needed to switch a PDU Session from one termination point at the New RAN to a different termination point. (FFS)
Next Change
7.3.1.3
Xn Control Plane
The Xn control plane interface (Xn-CP) is defined between two neighbour New RAN nodes. The control plane protocol stack of the Xn interface is shown on Figure 7.3.1.3-1 below. The transport network layer is built on SCTP on top of IP. The application layer signalling protocol is referred to as Xn-AP (Xn Application Protocol).
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Figure 6.3.3.1.3-1: Xn Interface Control Plane
NOTE 1:
The working assumption is that the transport protocol of Xn-CP is SCTP.

Next Change
11.1.1
General description of split options
In the study item for a new radio access technology, 3GPP is expected to study different functional splits between central and distributed units. E-UTRA protocol stack is taken as a basis for further discussion, with the understanding that the conclusions may need to be revisited, once RAN2 defines the protocol stack for NR. The following functional splits between central and distributed unit are possible, as illustrated in Figure 6.1.2.1-1.
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Figure 6.1.2.1-1: Function Split between central and distributed unit

Option 1 (1A-like split)
-
The function split in this option is similar as 1A architecture in DC. RRC is in the central unit. PDCP, RLC, MAC, physical layer and RF are in the distributed unit.

Option 2 (3C-like split)
-
The function split in this option is similar as 3C architecture in DC. RRC, PDCP are in the central unit. RLC, MAC, physical layer and RF are in the distributed unit.

Option 3 (intra RLC split)
-
Low RLC (partial function of RLC), MAC, physical layer and RF are in distributed unit. PDCP and high RLC (the other partial function of RLC) are in the central unit.

Option 4 (RLC-MAC split)
-
MAC, physical layer and RF are in distributed unit. PDCP and RLC are in the central unit.

Option 5 (intra MAC split)
-
RF, physical layer and some part the MAC layer (e.g. HARQ) are in the distributed unit. Upper layer is in the central unit.

Option 6 (MAC-PHY split)
-
Physical layer and RF are in the distributed unit. Upper layers are in the central unit.

Option 7 (intra PHY split)
-
Part of physical layer function and RF are in the distributed unit. Upper layers are in the central unit.

Option 8 (PHY-RF split)
-
RF functionality is in the distributed unit and upper layer are in the central unit.

Editor’s note: The options represented consist of a non-exhaustive list. The work in other working groups on protocols and functions definition shall be monitored and further split options based on such progress shall be added or removed if needed.

Flexible functional split
Some of the benefits of an architecture with the deployment flexibility to split and move NR functions between central and distributed units are below:

-
Flexible HW implementations allows scalable cost effective solutions

-
A split architecture (between central and distributed units) allows for coordination for performance features, load management, real-time performance optimization, and enables NFV/SDN

-
Configurable functional splits enables adaptation to various use cases, such as variable latency on transport

The choice of how to split NR functions in the architecture depends on some factors related to radio network deployment scenarios, constraints and intended supported services. Some examples of such factors are:

-
Need to support specific QoS settings per offered services (e.g. low latency, high throughput)

-
Need to support specific user density and load demand per given geographical area (which may influence the level of RAN coordination)

-
Need to be able to function with transport networks with different performance levels, from ideal to non-ideal

The NR design should support the flexibility to move RAN functions between the central unit and distributed unit depending on the factors above, and should be studied.

The support of cascaded functional splits with different split options should not be precluded. A cascaded function split is a deployment with e.g. one intermediate CU and/or DU between a CU and DU pair.

Next Change
11.1.4.2
Transport network requirements for an example RAN architecture for NR
According to TR 38.913 [5], the NR shall support up to 1GHz system bandwidth, and up to 256 antennas. A calculation relative to one of several possible transport deployments applied to a possible RAN architecture example shows that transmission between base band part and radio frequency part requires a theoretical maximum bitrate over the transport network of about 614.4Mbps per 10MHz mobile system bandwidth per antenna port.

When the system bandwidth is increasing as well as the number of antenna ports, the required bitrate is linearly increasing. An example with rounded numbers is shown in the following table. Note that the figures in Table 6.1.2.2.2-1 are a maximisation of the needed bandwidth per number of antenna ports and frequency bandwidth.
Table 6.1.2.4.2-1 Examples of maximum required bitrate on a transmission link for one possible PHY/RF based RAN architecture split
	Number of Antenna Ports
	Frequency System Bandwidth

	
	10 MHz
	20 MHz
	200 MHz
	1GHz

	2
	1Gbps
	2Gbps
	20Gbps
	100Gbps

	8
	4Gbps
	8Gbps
	80Gbps
	400Gbps

	64
	32Gbps
	64Gbps
	640Gbps
	3200Gbps

	256
	128Gbps
	256Gbps
	2560Gbps
	12800Gbps


NOTE 1:
Peak bitrate requirement on a transmission link = Number of BS antenna elements * Sampling frequency (proportional to System bandwidth) * bit width (per sample) + overhead. The calculation is made for sampling frequency of 30.72 Mega Sample per second for each 20MHz and for a Bit Width equal to 30.
End of Text Proposal

�Figure should also be edited, to remove "NR".
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