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Introduction
In this paper we provide a TP for TR 38.801 on split granularity.
2  Text proposal for TR 38.801
--------------------------------------------Start of text proposal---------------------------------------------
11.1.3.3
Granularity of the Functional Split
Some possible options for the granularity of the CU/DU functional split are listed below:
-
Per CU: each CU has a fixed split, and DUs are configured to match this.
-
Per DU: each DU can be configured with a different split. The choice of a DU split may depend on specific topology or backhaul support in a given area.
NOTE 1:
For 2 cases above, each CU-DU connection is configured with only one split option. It is FFS how the CU/DU decide or coordinate the split, but a fallback would be through configuration. Alternatively the split could be “negotiated” taking into account capabilities of the two units, and deployment preference e.g. based on backhaul topology.
NOTE 2:
NR deployment with 2 cases above may not be able to support certain cases of extremely stringent latency requirements, such as URLLC and self-contained subframe. 
-
Per UE: different UEs may have different service levels, or belong to different categories, that may be best served in different ways by the RAN (e.g. a low rate IOT-type UE with no need for low latency does not necessarily  require higher layer functions close to the RF).
-
Per bearer: different bearers may have different QOS requirements that may be best supported by different functionality mapping. For example, QCI=1 type bearer requires low delay but is not SDU error sensitive, while eMBB may not be delay sensitive but has challenging requirements on throughput and SDU error rate.
NOTE: for cases 3 and 4 above, multiple different CU-DU splits options can be configured within each CU-DU connection.
-
Per slice: it is expected that each slice would have at least some distinctive QOS requirements. Regardless of how exactly a slice is implemented within the RAN, different functionality mapping may be suitable for each slice.
From above, Per CU and Per DU options pertain to flexibility of network topology, and should be straightforward to support. Whether procedures are required to handle the initial configuration (or O&M is relied upon) is FFS. Note that in the Per DU option, one CU may need to support different split levels in different interfaces, which is not the case in the Per CU option.
Further granularity (Per UE, Per bearer, Per slice) requires analysis and justification based on QOS and latency requirements, and coordination complexity across CU-DU(s) when multiple split options are configured for transport network interfaces. Note that the Per UE, Per bearer and Per slice options imply that a particular instance of the interface between CU/DU would need to support simultaneously multiple granularity levels on user plane.
NOTE 1:
The baseline is CU based or DU based. If there are demands to have finer granularity (e.g. Per UE,Per bearer, Per slice), justification should be made clear first.
-----------------------------------------------End of text proposal-------------------------------------------
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