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1   Introduction

In order to minimize the amount of signalling over the air and to the CN, in NG Systems the RAN is expected to maintain many more PDU sessions than it currently does.  This is because both the expected device density will increase[1] and the RAN will not be releasing context to the same extent that it does in current LTE designs[2]
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[3].

It is likely that the number of active sessions will increase by several orders of magnitude.  If this is true the current approach of configuring and reconfiguring individual PDU sessions will become inefficient. This is particularly worrisome in the case of link or node failure, in which control signalling is required to maintain the end to end connection.  
2   Factors impacting number of PDU sessions

There are several factors which will combine together to increase the number of PDU sessions.

1) Slicing:  In some proposals different services will be described as different PDU sessions. This is in contrast to current design in which almost all traffic goes through a default PDU session.  
2) RRC Connected:  In this mode the RAN maintains state for users which would previously have gone into idle.  Depending on implementation this could be effectively all devices in a coverage area.  
3) Multi TRP gNB: In some deployments a single gNB will control many TRP. This will increase the effective coverage area to be the combined areas of all the TRP.

4) MTC:  The number of devices in a network is expected to grow by several orders of magnitude.  Depending on strategy taken this may or may not cause a similar increase in the number of connected devices.

Observation: The number of active PDU sessions in NG Systems may be significantly larger than current networks.
3   Factors impacting PDU session maintenance

Core Network (CN) virtualization will also cause an increase in the amount of PDU configuration messages that are sent to the RAN nodes.  Due to auto scaling Network Function Instances (NFI) will be created and destroyed at a much higher rate than current deployments.  This scaling will require more dynamic configuration of PDU sessions to reflect the dynamic nature of the virtualized CN environment and the increased number of distinct CN NF end points.  With the introduction of a RAN-controlled "new state", PDU sessions will be much longer lived in NG Systems than in previous generations, this requires a mechanism for PDU session reconfiguration, rather than waiting till the PDU session ends and then creating a new session. 

Observation: The number of PDU session update messages will be larger than in current networks.
4   Latency requirements of PDU configurations
During a link or node failure it is important for the associated sessions to be redirected to a CN NF, in case of CN failure, or to a new serving gNB, in case of RAN failure, within the delay constraints of the traffic.  Thus it is important to allow configuration of all affected PDU sessions within the given delay bound.  

Observation:  In the event of a link/node failure, many active sessions will have to be reconfigured within a short time window.
5   Conclusions and Proposals

Considering the above observations it is proposed to capture the requirement that the NG-C must be able to configure, and reconfigure large numbers of sessions efficiently.

Proposal: 

NG interface should efficiently support configuration and reconfiguration of large numbers of sessions
The text proposal is presented in annex A.
Annex A
START OF CHANGES

7.2.2
General principles

The general principles for the specification of the NG interface are as follows:

-
the NG interface shall be open;

-
the NG interface shall support the exchange of signalling information between the gNB and NGC;

-
from a logical standpoint, the NG is a point-to-point interface between a gNB within the RAN and an NGC node. A point-to-point logical interface shall be feasible even in the absence of a physical direct connection between the gNB and NGC;

-
the NG interface shall support control plane and user plane separation;

-
the NG interface shall separate Radio Network Layer and Transport Network Layer;

-
the NG interface shall be future proof to fulfil different new requirements and support of new services and new functions;

-
the NG interface shall be decoupled with the possible RAN deployment variants.

-
the NG Application Protocol shall support modular procedures design and use a syntax allowing optimized encoding /decoding efficiency.
-
NG interface should efficiently support configuration and modification of large numbers of sessions
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