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1
Introduction

This paper responds to R3-162941 [1] on " Management and Configuration of SCTP/IP over NG2 interface". We would suggest to collect some evidence first on traffic growth prediction and look into the redundancy topic in more detail before capturing solutions in TR 38.801.
2
Discussion

2.1
Good news first

First of all, we fully support the first part of proposal 1:

Proposal 1:  It is proposed to turn the Working Assumption on SCTP/IP used over NG-C into an agreement under the assumption that the use of SCTP/IP is enhanced in the new RAN (compared to LTE) with regards to above-described limitations.
Many thanks for proposing that move.
2.2
Comments on the motivation for changing the “single-SCTP-association-per-RAN-CN-node relation”

2.2.1
What traffic to expect?

R3-162941 describes the driver of increased traffic on a RAN-CN interface instance in the following way:
Scalability: The virtualization of both NG RAN and NG Core functions allows dynamic scalability as functions are instantiated and life-cycle managed according to demand.   Hence the assumption that there are relatively static, long-lived core network and RAN function instances can no longer be assumed to be the norm.  For example, dedicated network functions supporting use cases such as Massive IoT may start small for a particular business vertical but grow exponentially, necessitating scale-out and subsequent scale-in of virtual network functions.  While the elastic NG Core structure will remain hidden from the gNB behind the SCTP termination point (see figure 1), there is still a need a need to support greater and more dynamic range of scalability of the SCTP termination point(s) on NG2.
First of all, one can state, that the traffic that can be expected on a RAN-CN interface instance is not dependent on whether RAN or CN nodes are virtualised. Still, the traffic depends on the size of the geographical area a RAN node covers, the density of UE population and the traffic pattern those UEs create. This is independent from the RAN or CN domain internal architecture or implementation.
Observation 1 RAN-CN interface signalling load is not dependent on a RAN or CN node’s internal architecture or implementation.

Second, it would be good to have some rough calculation/estimation on what traffic volume we can expect in 5G. The only way to do so would be to extrapolate from today’s networks traffic figures.

-
Today’s traffic figures (pre-Rel-13) show that the traffic a UE creates on S1 is dominated by service request and paging signalling. Not surprisingly those traffic figures have been the target for features introduced in post-Rel-12 WIDs (paging optimisation, CIoT optimisations, etc.):
While in pre-Rel-13 networks, Service Request occupies 2/3 and Paging (per eNB) 1/5 of the overall traffic generated by a single UE, it can be expected that those figures will quite decrease once the respective features are introduced.
Observation 2 While today’s S1-MME signalling traffic is dominated by signalling stemming from Service Request and Paging, it can be expected that such traffic will decrease to a large extent, assuming that respective features are available for 5G from day one.
-
To provide another figure: An example EPS network for a large city area with ~2.106 UEs, ~18k cells operated by a pool of 2 MMEs produces – today – a per MME busy hour traffic that is comparable to the traffic almost a single S1-MME instance to one of the eNBs can handle.
-
How is the traffic distributed in such kind of network? Most (>98%) of the cells have definitely less than 100 simultaneously connected UEs. A heavy loaded cell has about 500 connected users, less than 1% have 1000 connected UEs (connected UEs == UEs with allocated radio resources, not to confuse with UE contexts in RAN).
-
We assume the necessity to introduce additional MMEs in the outlined example network to serve the maximum number of cells per eNB (256, as allowed by 4G standard) will only arise if all cells are heavily loaded simultaneously.
Observation 3 Under the assumption of large eNBs (serving todays maximum numbers of 256 cells) the necessity to increase the number SCTP associations only occurs if all cells are simultaneously heavily loaded. Note, that this assumption is still based on traffic statistics that do not take into account Rel-13 optimisations. We deduce that current SCTP implementations can serve the expected RAN-CN interface traffic for 5G.

We also assume that CN node pooling will still be applicable/supported in 5G. We do not expect that the 1:many relation on the NG interface will be replaced by an  CN internal structure. (This expectation is already captured in the RAN3 TR 38.801.)

Observation 4 Distribution of traffic load on the RAN-CN interface is still possible by applying CN pooling.
So, from that one can see that there is quite some room for signalling load on the RAN-CN interface for 5G, taking into account today’s SCTP implementations.

Proposal 1 RAN3 is invited to discuss the observations made in section 2.1 on the expected traffic load in 5G networks.
2.2.2
Considerations on availability
R3-162941 describes availability issues in the following way:

Availability: one major issue with a single SCTP association is the single point of failure as presented in figure 1. Network Function Virtualization allows for instantiation of more numerous network function instances in the gNB and NG-Core, distributed on Virtual Machines (VMs) with independent failure modes.   If the gNB and NG-Core are interconnected via only a single SCTP association, and this association fails, the gNB becomes isolated and unable to provide service. …
There are a couple of means to encounter availability issues in today’s networks already:

-
Availability issues with the “entry points” for the S1-MME interface at the CN, namely the entity handling the SCTP association, are encountered with smart redundancy solutions (e.g. hot standby).

-
In addition, recently, RAN3 introduced the possibility to re-start the S1-MME interface while keeping UE contexts on both ends and continue S1-MME operation.

-
Also MME pooling can be seen as a redundancy concept.

-
If the respective RAN and CN functions are not geographically co-located, the real point of failure is the (signalling) transport link for S1-MME, and that link is rarely meshed or being made redundant.
Observation 5 There are already existing redundancy concepts available in today’s products and in standard. There is no evidence that another concept is actually needed.
It is also quite questionable whether the failure case pointed out is something that can be handled on standard level. The failure seems to be exclusively be the failure of the SCTP level association, which doesn’t seem to be the most common failure. If the (in most cases non-redundant) transport link fails, redundancy in terms of number of SCTP associations wouldn’t help.

Observation 6 It is not evident that the failure case outlined in R3-162941 are real issues.
Another statement is interesting:

… If instead the gNB and the NG-Core are connected on NG2 in a more mesh-like manner using multiple SCTP associations, interconnect reliability and accessibility is increased.  Service may be maintained by the gNB without interruption when an association fails, including for UEs with active sessions in the Processing VMs.

We do not think that introducing multiple SCTP associations will transform the RAN-CN connectivity into a true meshed connection. This would be only possible if the transport network underneath is deployed in a meshed manner.
Observation 7 Transforming the RAN-CN connection into a meshed one is not possible by introducing multiple SCTP associations.
2.2.3
Further considerations on multiple SCTP associations per interface instance

How to “handover” a UE associated signalling connection from a failed SCTP association?

-
For UE associated signalling, in sequence delivery is only possible, if signalling for a certain UE is performed within the same stream of an association. In case the SCTP association fails, an endpoint knowing about the peer node’s ability of redundant signalling transport associations, would need to be able to identify the failure and expect messages from the other association in a timely manner. It might be a rather complex task, also implementation wise, to negotiate redundant signalling transport resources beforehand, in order to allow a timely, quick fail-over.
-
For non-UE associated signalling, the same applies, as in-sequence delivery is applicable for both kind of signalling traffic.

Observation 8 In order to exploit real redundancy with multiple SCTP associations some effort would need to be spent, which is not mentioned in the paper but would be interesting to look at, if such an approach should be further investigated.
3
Conclusion
We have discussed the proposals made in R3-162941 and observed the following:
Observation 1
RAN-CN interface signalling load is not dependent on a RAN or CN node’s internal architecture or implementation.
Observation 2
While today’s S1-MME signalling traffic is dominated by signalling stemming from Service Request and Paging, it can be expected that such traffic will decrease to a large extent, assuming that respective features are available for 5G from day one.
Observation 3
Under the assumption of large eNBs (serving todays maximum numbers of 256 cells) the necessity to increase the number SCTP associations only occurs if all cells are simultaneously heavily loaded. Note, that this assumption is still based on traffic statistics that do not take into account Rel-13 optimisations. We deduce that current SCTP implementations can serve the expected RAN-CN interface traffic for 5G.
Observation 4
Distribution of traffic load on the RAN-CN interface is still possible by applying CN pooling.
Observation 5
There are already existing redundancy concepts available in today’s products and in standard. There is no evidence that another concept is actually needed.
Observation 6
It is not evident that the failure case outlined in R3-162941 are real issues.
Observation 7
Transforming the RAN-CN connection into a meshed one is not possible by introducing multiple SCTP associations.
Observation 8
In order to exploit real redundancy with multiple SCTP associations some effort would need to be spent, which is not mentioned in the paper but would be interesting to look at, if such an approach should be further investigated.


The following is proposed:

Proposal 1
RAN3 is invited to discuss the observations made in section 2.1 on the expected traffic load in 5G networks.

Proposal 2
We propose to either conclude that multiple SCTP associations per NG-C interface instance are not necessary or 
to further analyse requirements and look into more details for the proposed scheme.
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