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1 Introduction
In TR38.801 the following has been captured for the evaluation of option 3:
11.1.2.3
Option 3 (High RLC/Low RLC Split)

Two approaches based on Real-time/Non Real-time function split are as follows:
Option 3-1 Split based on ARQ
Description:
-
Low RLC may be composed of segmentation and concatenation functions;
-
High RLC may be composed of ARQ and re-ordering functions;
This option splits the RLC sublayer into High RLC and Low RLC sublayers such that for RLC Acknowledge Mode operation, the ARQ and packet ordering functions may be performed at the High RLC sublayer residing in the central unit, while the segmentation may be performed at the Low RLC sublayer residing in the distributed unit. 

Benefits and Justification: 

-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
This option may have the advantage of being more robust under non-ideal transport conditions because the ARQ and packet ordering is performed at the central unit.

-
This split option may also have better flow control across the split.

-
Centralization gains: ARQ located in the CU provides centralization or pooling gains.

-
The failure over transport network is also recovered using the end-end ARQ mechanism at CU. This provides protection for critical data and C-plane signaling.

-
DUs without functions of RLC may handle more connected mode UEs as there is no RLC state information stored and hence no need for UE context.

-
Reduced processing and buffer requirements in DU due to absence of ARQ protocol

-
Could be used over multiple radio legs of different DUs for higher reliability (U-Plane and C-Plane)
Cons

-
Comparatively, the split is more latency sensitive than the split with ARQ in DU, since re-transmissions are susceptible to transport network latency over a split transport network.
-
DU needs to forward RLC PDUs back to CU to enable data retransmission in CU, which requires larger buffer in CU, and additional data transmission between DU and CU. Single SN for PDCP and RLC may need to be considered.

NOTE 1:
Provided bullets for cons are based on current LTE protocol stack.
Option 3-2 Split based on TX RLC and RX RLC
Description:
-
Low RLC may be composed of transmitting TM RLC entity, transmitting UM RLC entity, a transmitting side of AM and the routing function of a receiving side of AM, which are related with downlink transmission.

-
High RLC may be composed of receiving TM RLC entity, receiving UM RLC entity and a receiving side of AM except the routing function and reception of RLC status report, which are related with uplink transmission.
Transmitting: Tx RLC receives RLC SDU from PDCP and transmits these packets under the format indicator of MAC.As soon as RLC receives the PDU request from MAC, RLC must assemble the MAC SDU under the format indicator of MAC and submit the MAC SDU to MAC. In order to adapt the transport network between CU and DU, it is critical that Tx RLC is placed in DU.
Receiving: Routing receives RLC PDU from MAC and judges CONTROL PDU/DATA PDU, then submits DATA PDU to Rx RLC and CONTROL PDU to Tx RLC. When PDCP/RLC reestablishment procedure is triggered, placing Rx RLC in CU is critical in order to real-timely deliver data packets to PDCP.
Benefits and Justification: 

Option3-2 not only is insensitive to the transmission network latency between CU and DU, but also uses interface format inherited from the legacy interfaces of PDCP-RLC and MAC-RLC. Some benefits of Option3-2 are as follows:
-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
Flow control is in the CU and for that a buffer in the CU is needed. The TX buffer is placed in the DU, so that the flow controlled traffic from the CU can be buffered before being transmitted. Flow control can be done depending on fronthaul conditions
-
As Rx RLC is placed in CU, there is no additional transmission delay of PDCP/RLC reestablishment procedure when submitting the RLC SDUs to PDCP (FFS)

-
This option does not induce any transport constraint, e.g. transport network congestion. MAC submits RLC PDUs as a whole packet to RLC rather than RLC sending RLC SDUs to PDCP.
Cons:
-
Compared to the case where RLC is not split, STATUS PDU of AM Rx RLC may lead to additional time delay. Because STATUS PDU must be submitted through PDCP-Tx RLC interface from CU to DU before Tx RLC in DU transmits it over air interface, which may lead to additional transport delay. 
-
Due to performing flow control in the CU and RLC Tx in the DU two buffers are needed for transmission, one at the CU, which allows to flow control data submission to the RLC Tx, and one at the DU in order to perform RLC TX

In this paper an analysis of Option 3 and in particular of locating the ARQ in a centralised unit is carried out.

2  Analysis of Solution 3
It should be first mentioned that the RLC AM mode and the ARQ process are meant to correct residual errors not resolved by the HARQ in MAC. However, due to the need to re-order RLC PDUs the ARQ retransmission process is subject to relatively high latencies, which in turn causes higher requirements in terms of memory at L2. The higher the latencies the higher the buffering and memory requirements.
Observation 1: In LTE the ARQ process corrects packet losses over the air interface, not recovered by HARQ, with a relatively high latency
A second reflection regards the different retransmission mechanism available across the protocol stack. In particular, MAC HARQ and RLC ARQ have been designed to ensure recovery from losses over the radio interface. These processes should therefore not be affected by extra delay (i.e., introduced by the transport network and/or the queuing at the DU), because an increased delay would affect the efficient delivery of packets over the radio interface.
On the contrary, the recovery mechanism of TCP was designed to react to losses over the transport network, e.g. over the S1 interface or over a fronthaul interface. TCP is designed to handle congestion related packet losses where the TCP flow control adjust the TCP throughput considering other traffic. TCP is an efficient transport protocol allowing for adaptable throughput, but if packet losses at TCP level are frequent the slow start process would affect throughput and diminish TCP efficiency. In order to get good TCP performance it is also important to have low latency (small buffers in the network) since that reduces RTT which leads to faster TCP ramp up or slow down depending on network congestion. 
Observation 2: TCP recovery mechanism is designed to address transport level packet losses. E.g. due to congestion. Unnecessary packet losses should however be avoided in order to allow TCP to allow throughput that can benefit from high data rates offered by an underlying link. 

2.1 Placement of Link Layer ARQ protocols

In UMTS, RLC AM was used as second retransmissions mechanism above MAC HARQ. However, unlike LTE, the UMTS RLC protocol terminated in the RNC rather than in the NodeB. This caused a number of problems in network operation, which we will discuss briefly in the following.

Tuning ARQ parameters

An ARQ protocol has a number of timers and other parameters that need to be tuned to match the characteristics of the underlying link. The Poll Timer determines when the ARQ transmitter performs a retransmission of a packet for which it has not yet received an acknowledgement. In LTE the RLC transmitter may expect to receive an RLC status report within a few HARQ RTTs. This is due to the proximity of LRLC to the radio transmission point and it made it easier to determine a suitable value for the Poll Timer. In UMTS (RLC in RNC), one needs to account for the queuing delay in the transport network and in the NodeB. This caused either unnecessary latency when choosing a long poll timer, optimized for large queuing, or it caused unnecessary retransmissions when choosing a short poll timer optimized for low system load. Of course, one had to avoid unnecessary retransmissions since it is counter-productive to increase the load if the TN or NodeB queue is already overloaded. 

Observation 3: Placing the ARQ protocol in a distant node (non-ideal interface; queuing) increases the protocol latency or causes unnecessary overhead and thereby increases the congestion. 

Congestion-Related Loss (on the transport network)

The RLC ARQ receiver entity in UMTS detects Uu transmission errors. However, it also detects RLC PDUs lost due to congestion on the transport network. Neither the RLC transmitter nor the receiver can distinguish these two types of losses. The RLC transmitter issues retransmissions even if RLC PDUs were lost due to an overload on the transport network or due to excessive queuing in the NodeB. Unfortunately, these retransmissions increase the load on the congested hop even further. Secondly, the RLC retransmissions are stuck behind other PDUs and might therefore not arrive before the poll timer expires which triggers another set of retransmissions of the same packets. The Flow Control protocol between NodeB and RNC was supposed to avoid excessive overload but since it triggers only based on detected Iub packets losses it reacted typically too late to avoid this effect. Tuning these protocol settings in the field consumed huge efforts and did anyway not provide satisfactory results. To avoid these issues, the LTE RLC protocol was moved into the eNB to avoid that it detects and corrects congestion related losses on the transport network. It only recovers from transmission related losses caused by the Uu L1/MAC layer in order to achieve the desired low residual loss rate. If packets on the S1 interface are lost, the LTE PDCP/RLC/MAC protocol stack does not notice or correct those losses. 
What may appear as a problem at a first glance is in fact a very desirable property in LTE: the TCP client detects the TN congestion related loss (based on received TCP ACKs) due to backhaul interfaces and informs its transmitting peer which will in turn reduce the congestion window and thereby the congestion on the S1 interface. The desired protocol behaviour can hence be summarized as follows:

Observation 4: A link layer ARQ protocol should detect and correct radio transmission related losses.

Observation 5: A link layer ARQ protocol should not detect and correct network interface congestion related losses but rather make those visible to higher layer protocols (in particular to TCP). 

Fairness towards other accesses
In scenarios where the last hop transport network is shared between different technologies such as UMTS, LTE and WLAN it has been seen from studies that UMTS is penalized since it reacts slower to transport congestion compared to LTE and WLAN due to the central placement of the ARQ protocol, flow control etc. Since LTE and WLAN exposes the transport congestion faster to the transport layer they will utilize resources more efficiently on the shared medium leading to that UMTS gets proportionally less resources.

Observation 6: In cased of shared transport it is important that all technologies using that transport can react to congestion in a similar way, otherwise resource unfairness could occur. 

To summarise, allocation of ARQ in the CU will lead to the following drawbacks:
· Creating extra retransmission delay due to ARQ being affected by fronthaul delays and DU queuing latencies. This increases buffering requirements (due to in order delivery) and slows down PDUs transmission. Such effect on traffic reduces the performance of TCP and decreases the throughput TCP can deliver.
· If the Poll Timer is set to low values in order to achieve faster retransmission more frequent retransmissions will be triggered even when there was no loss of PDU and only because extra fronthaul latency and DU processing and queuing latency made the Poll Timer expire. More frequent retransmissions would cause more traffic to be delivered, which would imply unnecessary use of radio resources. On the other hand, setting the Poll Timer too high (to compensate long delays in the transport network and DU queue) would limit the radio performance in normal working conditions. 
· In a situation of fronthaul interface congestion, locating ARQ in the CU would worsen the congestion. This is because ARQ will not distinguish between losses over the air interface and losses over the fronthaul. Consequently, ARQ in the CU will trigger retransmission also when the Poll Timer expires purely because of fronthaul congestion. This generates even more traffic over the fronthaul, which makes the congestion worse. Exposing the transport congestion to higher layer leads to more efficient congestion handling including improved fairness between different technologies sharing the transport network.
·  Due to higher latencies in the ARQ decision to retransmit (due to fronthaul latencies) wrong retransmissions may be triggered. This causes an incorrect increase of RETX_COUNT. In the worst case RETX_COUNT can be unnecessarily set to the maximum number of retransmissions, which triggers signalling to higher layers for missed reception of the PDU.
In light of the analysis above it is proposed that the benefits and drawbacks of Option 3 are revisited and that the above points are captured.
Proposal: revisit the benefits and drawbacks of Option 3 taking into account the points in Section 2.

3 Conclusions

In this paper an analysis of option 3 was made and in particular of the possibility to locate ARQ in the CU. It was pointed out that ARQ in a central node was a solution adopted in UMTS and that it performed in an inefficient way. This resulted in the choice of moving ARQ closer to the transmission point in LTE. It is proposed to reflect the analysis in Section 2 in TR38.801.
Proposal: revisit the benefits and drawbacks of Option 3 taking into account the points in Section 2.

A TP to capture the proposal is provided in R3-162992
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