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1   Introduction
In SA2, the NG-U protocol model assumes that each user PDU is encapsulated in a tunnel packet with an outer transport layer header and an encapsulation header, as shown in the following figure:
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In general, the encapsulation header includes information that cannot be inferred from the transport layer headers. NG-U marking for QoS may be carried in encapsulation header without any changes to the user PDU header. It has been further agreed that Packet filters are not used for binding of user PDU flows onto radio bearers in RAN.
In TR 38.801 the following agreements on the NG1 interface have been made
The general principles for the specification of the NG1 interface are as follows:
-
the NG1 interface shall be open;
-
the NG1 interface shall support the exchange of signalling information between the NR BS and 5G CN;
-
the NG1 interface shall support contral plane and user plane separation;
-
the NG1 interface shall be future proof to fulfil different new requirements and support of new services and new functions;
This document discusses how these principles can be enabled within the NG-U protocol, with particular focus on future proofness and supporting the exchange of information in a generic format. 
We propose a new way for the NG-U to be configured/described which allows support of a large amount of operator deployments without significant standards work or implementation complexity.  This is done by having the standard describe the actions taken by the RAN nodes when generating and receiving a NG-U PDU.  These actions taken are independent of the actual protocol used.  
As the encapsulation behaviour is performed oblivious to the actual protocol used we term this Protocol Oblivious Encapsulation (PoE).
2   Uplink Encapsulation over PoE
On the UL, the RAN encapsulates PDUs within a header defined by the CN. The RAN is not required to interpret the information within this encapsulation header, therefore the RAN can treat this information as an opaque bytestring.

During an uplink PDU session setup the RAN node receives a bytestring and TNL parameters over NG-C. This bytestring is prepended to all PDUs associated with the PDU session and transported over the TNL as appropriate.  The information contained in this bytestring is transparent to the RAN node.  The bytestring could represent a GTP-U header, a GRE header, or any other header which is essentially stateless.  A CN control plane function would calculate the needed header for UL transmission for this PDU session and inform the RAN node as a raw block of data.  Thus many different protocols can be supported on UL without any modification to the RAN node, or indeed the 3GPP standard.  These protocols do not need to be finalized at the time of standardization, thus headers for new features such as service function chains can be supported now before those working groups have finalized their design. 
For example a GTP-U header could be configured by providing the bytestring “08 68 08 68 00 68 bf 64 32 ff 00 58 00 00 00 01 28 db 00 00” to the RAN node.  This bytestring can be correctly interpreted by the destination node as a correctly formatted GTP-U header with TEID 00 00 01 encapsulated in a UDP tunnel packet with the UDP destination port number set to 2152.  
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3   Downlink Decapsulation over PoE
In the DL the RAN node receives a PDU over the TNL, it then finds one or more fields which we term ‘identifiers’ (PDU Session ID, Service ID, Device ID, QoS marking, etc.) that it then uses for subsequent processing of the encapsulated user plane PDU.  The location of these identifiers are indicated to the RAN node during configuration.  
The field locations are defined by two numbers, the length and the offset <L, O>.  The offset is defined as the starting position of the field, in number of bits, from the end of the TNL header and the length field is defined as the number of bits in this field.  
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Figure 2 GTPv1 Header
For example if we consider the GTPv1 Header shown in Figure 2.  The location of the TEID field would be referenced by an offset of 96 bits, and a length of 32 bits.  The number 96 comes from the 64 bit UDP header plus the initial 32 bits in the GTP header. 
The identifiers are used,  to map the traffic to the appropriate radio bearer.  In GTP-U this field is the TEID; however for other encapsulation methods it could be the GRE key, or the inner IP address. depending on the preferred encapsulation header format. This method automatically supports other types of TNL (e.g. MPLS, Ethernet) and/or to other types of non-IP user plane PDUs.
From the identifiers the appropriate DRB is chosen, and the payload is extracted.  The location of the payload is similarly configured using Offset parameters, perhaps in conjunction with the identifiers.  

	Field
	Length
	Offset
	Value

	PDU session identifier
	32
	96
	1

	QoS Identifier
	8
	176
	0

	Payload
	n/a
	160
	4500..


Let us consider how the processing of a particular packet is performed.  For simplicity we presume that the GTP-U has been selected to carry the PDU session identifier, and the DSCP of the inner IP header to indicate QoS requirements.  Note that this is an example and is not proposing this particular solution. There are three fields configured
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Figure 3 Received PDU example
Similar treatment could be proposed for other encapsulation protocols including:
· GRE

· MPLS (stacked or otherwise)

· VXLAN

· Ethernet

· IP in IP
From the gNB perspective the only difference between the different protocols is the locations of the identifiers.  For PoE this location provided semi-statically.  If the RAN node supports multiple TNL interfaces, multiple such formats can be supported simultaneously.  
4   Benefits of Protocol Oblivious Encapsulation

The first major benefit of PoE is increased future proofness.  This flexibility allows for the first generation of gNB to seamlessly interact with future 3GPP nodes/interfaces.  There is no expectation that native support of Service Function Chains (SFC) will be present in time for the first release of 5G.  Similarly support for MTC traffic is not a priority for the first release.  However it is likely that such features will become desirable/mainstream over the lifetime of 5G.  
It is important to choose an interface now which will easily be extended into the foreseeable future.

The second major benefit of PoE is the reduced complexity.  As PoE only requires the features in a protocol which are actively being used, the complexity is significantly lower than devices which must continuously check for optional features which are never activated.

The third major benefit of PoE is the reduced standardization/testing effort.  Due to the paired down nature of the PoE the behaviour of the protocols are much simpler to both enforce and test.  To test a device for UL transmission, all that is required is to ensure that the correct bytestring is applied to all packets of a PDU session.  As there are no optional features, and no processing is performed by the gNB the current testing can be greatly simplified.
On the DL, PoE reads fields a fixed offset from the TNL and provides the appropriate parameters to upper layers.  If desired current GTP-U testing can occur, with appropriate configuration.  As superfluous features which are currently part of GTP-U have been removed (CRC), the testing can be simplified significantly. 

The fourth major benefit of PoE is flexibility.  By adopting PoE the gNB can automatically support many different TNL and encapsulation protocols.  These include GTP-U, IP in IP, VXLAN, GRE, MPLS, and NSF.  The choice of the appropriate protocol can be made by the CN independent of the gNB.  This allows different CN/Operators to adopt designs adapted to their particular deployment, and change their designs as their needs change, without costly standardization or product upgrade efforts. This allows the CN to evolve independently from the RAN.
The final major benefit is overhead. As only the required features are used, all other elements can be removed.  In many circumstances this can reduce the overhead by up to 75%.  
5   Comparison of Protocols

In Table 1 below we compare the three considered protocols over the features consider needed for GTP-U.
Table 1 Required Features NG-U

	Feature
	GTP-U
	GRE
	PoE

	Multiplexing traffic to different UEs
	Yes
	Yes
	Yes

	Session QoS marking
	No
	No
	Yes

	Multiplexing session traffic to the same UE
	No
	No
	Yes

	Encapsulate standard and non-standard Protocols
	Yes
	Yes (but not proprietary ones)
	Yes

	Reasonable Overhead
	20 Bytes
	4-16 Bytes
	4-X Bytes

	Extensible for SFC
	No
	No
	Yes

	Usable with NAT
	No
	Yes
	Yes

	Usable with SDN
	Outer IP only
	Outer IP only
	Yes


There are several observations that can be drawn from this table.  The first is that there is no legacy protocol which provides all the required features.
Observation: There is no legacy protocol which provides al the required features without modification.

The second observation that can be made is that most of the foreseeable benefits of PoE apply to the UL, while many of the more disruptive elements apply on the DL. As the configuration of the UL and DL are already performed differently it is reasonable to consider the UL and DL independently when discussing PoE over NG-U. 
6   Conclusions
Given the benefits of protocol oblivious encapsulation, it should be considered as a candidate for how to configure the NG-U interface.  The actual choice of protocol used between nodes may be decided independently.  
Proposal 1: The candidate proposal for NG-U should be captured in the TR by the attached text proposal.  
Proposal 2: The decision on NG-U configurability should be made independently for UL and DL.
7   Text Proposal

START OF CHANGES
Protocol Oblivious Encapsulation (PoE) 

The behaviour of a protocol may be expressed without limiting the structure to specific formulations. This can be done by enhancing the configurability of the encapsulation protocol over the control plane.  


[image: image4.emf] 

ByteField  

IP  

Data link layer  

User plane PDUs  

Physical   layer  


Figure 1: Protocol Oblivious Protocol stack

On the DL during interface establishment the control plane configures the locations of each needed field.  This location is indicated as a pair of numbers <length, offset> from the underlying TNL.  Example fields could be PDU session identifier, QoS marking etc.  The location of the User plane PDUs are similarly indicated.
The details of an example PoE structure is shown below, with 3 fields identified over NG-C at different locations in an NG-U transport packet.
	Field
	<Length, Offset>

	Field 1
	<12, 10>

	Field 2
	<12, 64>

	Field 3
	<6, 58>
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Figure 2: PoE Header
On the UL as part of PDU session configuration, the NG-C provides a bytestring.  The gNB prepends this bytestring to every PDU associated with this PDU session before transmission on the TNL. 
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END OF CHANGES
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