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1
Introduction
TR 38.801 [1] describes flexible functional split as below.
Flexible functional split
Some of the benefits of a New RAN architecture with the deployment flexibility to split and move functions between central and distributed units are below:

-
Flexible HW implementations allows scalable cost effective solutions

-
A split architecture (between central and distributed units) allows for coordination for performance features, load management, real-time performance optimization, and enables NFV/SDN

-
Configurable functional splits enables adaptation to various use cases, such as variable latency on transport

The choice of how to split functions in the New RAN architecture depends on some factors related to radio network deployment scenarios, constraints and intended supported services. Some examples of such factors are:

-
Need to support specific QoS settings per offered services (e.g. low latency, high throughput)

-
Need to support specific user density and load demand per given geographical area (which may influence the level of RAN coordination)

-
Need to be able to function with transport networks with different performance levels, from ideal to non-ideal

The NR design should support the flexibility to move RAN functions between the central unit and distributed unit depending on the factors above, and should be studied.

The support of cascaded functional splits with different split options should not be precluded. A cascaded function split is a deployment with e.g. one intermediate CU and/or DU between a CU and DU pair.

This contribution analyses RAN functions flexibility over fronthaul (FH) and illustrates how the above benefits could be accomplished without defining all the potential fronthaul splits in RAN protocol stack. TP for TR 38.801 [1] is also provided.
2
Discussion
Flexibility of RAN functions could be envisaged in two ways
· Deployment specific flexibility
· Service specific flexibility
Deployment flexibility is to enable the selected fronthaul (FH) splits (HL: higher-layer, LL: lower-layer) for different deployment options based on the infrastructure and FH capabilities. Here, higher-layer split is the intra layer 2 (L2) split and lower-layer split is the inter L2-L1 or intra L1 split.
· This can be achieved by selecting the necessary FH splits (HL, LL) and employing the appropriate split for the particular deployment. 
· CU (Central Unit) could also host both functional splits in parallel to enable support of heterogeneous deployments. 
Service flexibility is to design the FH split in such a way that it meets the requirements of all services.
· This can be achieved by allowing RAN functions to be configurable in the RAN protocol stack and enabling functions based on service requirements.
· RAN functions like ARQ, Segmentation, re-Tx prioritization, re-ordering could be kept configurable in different user plane protocols and enabled based on service requirements.
The possibility of judicious placement of CU and DU logical entities in different deployments is illustrated to achieve RAN functions flexibility as example.

The following are some assumptions used in the below examples.

· A two tier aggregation deployment scenario, where T1 (Tier 1) could be hosted in a macro base station and T2 (Tier 2) could be hosted in an edge cloud (controlling multiple macro sites).

· Two splits, one each for HL and LL are considered in the examples.

· LL split FH: The FH transport bandwidth is sufficient to always allow lossless delivery and meet latency requirements.

· HL split FH: The FH transport bandwidth may not be sufficient to always allow lossless delivery and meet latency requirements.

· Hybrid FH: a deployment with a combination of LL split FH and HL split FH. HL split FH between T2 and T1 and LL split FH between T1 and RRU.

The different deployment scenarios with LL split FH, HL split FH and hybrid FH capabilities are shown in the below figures. Any combination of those three options (Figure 1, 2 and 3) is also possible. Figure 4 illustrates NR deployment with both LL split FH and HL split FH with dedicated user plane aggregation node as example.
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Figure 1: NR deployment with HL split FH
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Figure 2: NR deployment with LL split FH
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Figure 3: NR deployment with hybrid FH
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Figure 4: NR deployment with both LL split FH and HL split FH with dedicated user plane aggregation node
The different deployment scenarios illustrated in Figure 1, 2 and 3 show how the CU and DU could be located at multiple locations to meet service specific requirements. Intelligent placement of the CU and DU logical entities with one HL split option and one LL split option according to the service needs and deployment capabilities enable to meet all the benefits mentioned above.
For service-specific flexibility, RAN may carry multiple services simultaneously. Depending on the requirements of the service, the RAN functions may have to be placed at different locations in the network as illustrated in Figure 4. This can be achieved by the cascaded split options by enabling/disabling the HL split option and/or LL split option.
Therefore, flexible functional split can be achieved by appropriate deployment using one HL split and one LL split in a network.

Proposal 1:
Flexible functional split can be achieved by appropriate deployment using one HL split option and one LL split option in a network. 
Proposal 2:
Specification support for dynamic reconfiguration is not needed based on Proposal 1.
Proposal 3:
RAN3 agrees on TP for TR 38.801.
3
Conclusions
Proposal 1:
Flexible functional split can be achieved by appropriate deployment using one HL split option and one LL split option in a network. 
Proposal 2:
Specification support for dynamic reconfiguration is not needed based on Proposal 1.
Proposal 3:
RAN3 agrees on TP for TR 38.801.
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11.1.3
Architectural and specification aspects
Editor’s note: This chapter should at least handle the following questions: (1) How many splits will be specified and supported by open interfaces? (2) Will the tight LTE/NR interworking case effect the number of functional split options? (3) What is the granularity of the Centralized Unit – Distributed Unit functional split? (4) What is the reconfiguration dynamicity of the network functional split?.

11.1.3.1
Number of split options to be specified and supported by open interface
There are transport networks with performances that vary from high transport latency to low transport latency in the real deployment. 3GPP specifications should try to cater for these types of transport networks. For transport network with higher transport latency, higher layer splits may be applicable. For transport network with lower transport latency, lower layer splits can also be applicable and preferable to realize enhanced performance (e.g. centralized scheduling). Thus, preferable option would be different between different types of transport networks (ranging from lower layer split for transport networks with lower transport latency to higher layer split for transport networks with higher transport latency). Furthermore, within lower layer split discussion, there are both demands to reduce transport bandwidth and demands to support efficient scheduling and advanced receivers.
Flexibility of RAN functions could be envisaged in two ways
· Deployment specific flexibility
· Service specific flexibility
Deployment flexibility is to enable the selected fronthaul (FH) splits (HL: higher-layer, LL: lower-layer) for different deployment options based on the infrastructure and FH capabilities. Here, higher-layer split is the intra layer 2 (L2) split and lower-layer split is the inter L2-L1 or intra L1 split.
· This can be achieved by selecting the necessary FH splits (HL, LL) and employing the appropriate split for the particular deployment. 
· CU (Central Unit) could also host both functional splits in parallel to enable support of heterogeneous deployments. 
The possibility of judicious placement of CU and DU logical entities in different deployments is illustrated to achieve RAN functions flexibility as example.

The following are some assumptions used in the below examples.

· A two tier aggregation deployment scenario, where T1 (Tier 1) could be hosted in a macro base station and T2 (Tier 2) could be hosted in an edge cloud (controlling multiple macro sites).

· Two splits, one each for HL and LL are considered in the examples.

· LL split FH: The FH transport bandwidth is sufficient to always allow lossless delivery and meet latency requirements.

· HL split FH: The FH transport bandwidth may not be sufficient to always allow lossless delivery and meet latency requirements.

· Hybrid FH: a deployment with a combination of LL split FH and HL split FH. HL split FH between T2 and T1 and LL split FH between T1 and RRU.

The different deployment scenarios with LL split FH, HL split FH and hybrid FH capabilities are shown in the below figures. Any combination of those three options (Figure 11.1.3.1-1, 11.1.3.1-2 and 11.1.3.1-3) is also possible. Figure 11.1.3.1-4 illustrates NR deployment with both LL split FH and HL split FH with dedicated user plane aggregation node as example.
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Figure 11.1.3.1-1: NR deployment with HL split FH
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Figure 11.1.3.1-2: NR deployment with LL split FH
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Figure 11.1.3.1-3: NR deployment with hybrid FH
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Figure 11.1.3.1-4: NR deployment with both LL split FH and HL split FH with dedicated user plane aggregation node
The different deployment scenarios illustrated in Figure 11.1.3.1-1, 11.1.3.1-2 and 11.1.3.1-3 show how the CU and DU could be located at multiple locations to meet service specific requirements. Intelligent placement of the CU and DU logical entities with one HL split option and one LL split option according to the service needs and deployment capabilities enable to meet all the benefits mentioned above.
For service-specific flexibility, RAN may carry multiple services simultaneously. Depending on the requirements of the service, the RAN functions may have to be placed at different locations in the network as illustrated in Figure 11.1.3.1-4. This can be achieved by the cascaded split options by enabling/disabling the HL split option and/or LL split option.

Editor’s note: The decision for the number of specified options should be made before moving to the WI phase based on the study results.
11.1.3.2
Implications of LTE/NR tight interworking
LTE <-> NR interworking is mainly based on Dual-Connectivity-like mechanisms. Such approach does not imply any particular functional split. The requirement that could be extrapolated by the LTE-NR tight interworking requirement is that of allowing aggregation of PDCP functionalities, in case of split bearers. It is FFS if other requirements may arise.
11.1.3.3
Granularity of the Functional Split
Some possible options for the granularity of the CU/DU functional split are listed below:
-
Per CU: each CU has a fixed split, and DUs are configured to match this.
-
Per DU: each DU can be configured with a different split. The choice of a DU split may depend on specific topology or backhaul support in a given area.
NOTE 1:
For 2 cases above, it is FFS how the CU/DU decide or coordinate the split, but a fallback would of course be through configuration. Alternatively the split could be “negotiated” taking into account capabilities of the two units, and deployment preference e.g. based on backhaul topology.
-
Per UE: different UEs may have different service levels, or belong to different categories, that may be best served in different ways by the RAN (e.g. a low rate IOT-type UE with no need for low latency does not necessarily  require higher layer functions close to the RF).
-
Per bearer: different bearers may have different QOS requirements that may be best supported by different functionality mapping. For example, QCI=1 type bearer requires low delay but is not SDU error sensitive, while eMBB may not be delay sensitive but has challenging requirements on throughput and SDU error rate.
-
Per slice: it is expected that each slice would have at least some distinctive QOS requirements. Regardless of how exactly a slice is implemented within the RAN, different functionality mapping may be suitable for each slice.
From above, Per CU and Per DU options pertain to flexibility of network topology, and should be straightforward to support. Whether procedures are required to handle the initial configuration (or O&M is relied upon) is FFS. Note that in the Per DU option, one CU may need to support different split levels in different interfaces, which is not the case in the Per CU option.
Further granularity (Per UE, Per bearer, Per slice) requires analysis and justification based on QOS and latency requirements. Note that the Per UE, Per bearer and Per slice options imply that a particular instance of the interface between CU/DU would need to support simultaneously multiple granularity levels on user plane.
NOTE 1:
The baseline is CU based or DU based. If there are demands to have finer granularity (e.g. Per UE,Per bearer, Per slice), justification should be made clear first.
11.1.3.4
Reconfiguration dynamicity of the functional split
Dynamicity implies that the protocol distribution and the interface between the CU and DU need to be reconfigured. If the switching only occur in CU-DU setup procedure, the interface design will not be influenced largely as the split option will not be changed during operation. If the switching occurs during operation, there will be impact on complexity of interface.
Flexible functional split can be achieved by appropriate deployment using one HL split and one LL split in a network. Therefore, specification support for dynamic reconfiguration is not needed.
End of Text Proposal
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