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1. Introduction
The new study item “Study on Context Aware Service Delivery in RAN for LTE” was approved in RAN #71 meeting. The following issues were captured in TR36.933, Backhaul long latency, TCP E2E delay with throughput decreasing, Video transmission issue cases.
2. Discussion
2.1 Background
According to TR 36.933[1], the backhaul long latency issue may arise in cases where the distance between the RAN and the node hosting the application content is long or the number of routers on this route is high and long transportation latency may be experienced. The video transmission issue cases also include long video delay issue. In general, Local breakout helps to solve the above issues if the application server is closed to the RAN. 
In LTE, local breakout is important as it provides the operator with the means for efficient backhaul usage and therefore reduces the load to the core network. The usage of SIPTO is to offload part of the traffic from the core network and send it directly to the internet, while LIPA@LN is another kind of local breakout technology. The usage of LIPA is to offload part of the traffic from the core network and send it directly to the local network, which can be used for enterprise or home deployment.
Proposal1: Local breakout helps to solve the above issues if the application server is closed to the RAN.
Here we will provide the architecture options for CASD based on LTE system.
2.2 Architecture options for CASD
The assumption is that for the case of content delivery networks, where the content that the user is interested in is cached in a local network which is closer to the UE’s location and hence can save operator’s core network resources and also reduce the latency in providing traffic to the user.
Considering performance, costs, etc, different architecture options for CASD described below need to be evaluated:
-
Option1: The UE context server deployed at the radio node,
-
Option2: The UE context server deployed at an aggregation point,
-
Option3: The UE context server deployed above RAN.
Opton1: The CASD server deployed at the (H)eNB
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                                                      Figure1: CASD server deployed at the (H)eNB
In this option, the CASD server works as local cache and is located in RAN node, e.g., eNB or HeNB.
The data path between eNB and CASD server is internally e.g. similar to the internal data path between (H)eNB and LGW in SIPTO/LIPA@LN with collocated LGW.
On the other hand, the CASD server may perform the service/traffic awareness easily and efficiently based on some assistance information, which are from UE or eNB locally.
Opton2: The CASD server deployed at an aggregation point
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                                                   Figure2: CASD server deployed at an aggregation point
In this option, the CASD server works as local cache and is located at an aggregation point. Especially in HeNB case, it can be deployed at the HeNB GW.
The interface between eNB and CASD server needs to be studied, e.g. reusing S1 interface. Furthermore, whether the CASD server could get some assistance information from (H)eNB via this interface should also be studied. For example, the assistance information could be used to adjust the QOS profile dynamically.
Opton3: The CASD server deployed above RAN
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Figure3: CASD server deployed above RAN
In this option, the CASD server works as local cache and is located above RAN node.

The interface between (H)eNB and CASD server needs to be studied, e.g. whether it is similar to the internal data path between (H)eNB and LGW in SIPTO/LIPA@LN with collocated LGW, or similar to S1-U or S1 interface.
On the other hand, whether the CASD server could get some assistance information from (H)eNB via this interface should also be studied. For example, the assistance information could be used to adjust the QOS profile dynamically.
Proposal2: The above Architecture options for CASD based on LTE system are proposed to be captured into TR36.933.
3. Conclusion
Here we propose:
Proposal1: Local breakout helps to solve the above issues if the application server is closed to the RAN.
Proposal2: The above Architecture options for CASD based on LTE system are proposed to be captured into TR36.933.
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