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Introduction

The requirements in TR 38.913 ‎[1] include:

-  
The RAN architecture shall allow for C-plane/U-plane separation."
During RAN3 Meeting #93 it was agreed a section on UP-CP separation for being introduced in TR 38.801 ‎[2].
In this contribution we address the basic possibilities for UP-CP separation and their advantages and disadvantages.
Background

In the existing not-virtualized base stations the UP and CP functionality is defined, however in general the UP and CP are co-located. In dual connectivity may be considered that there is a slight UP-CP separation. 
There was a preference for the giving Option 3 (within RLC) some priority over other solutions. Due to this our discussion will illustrate split Option 3.
In the following discussion we consider the deployment with non-ideal fronthaul, suitable to split Options 2 and 3.

RAN architecture and interfaces for UP-CP Separation
Below are analysed a number of possible architecture solutions for CP-UP separation, based on function split Option 3 and non-ideal fronthaul.
Solution 1: No UP-CP separation

In this case each functional layer on the UP and each functional layer of the CP have their own control, as described in TS 36.300. For the split options 1, 2, 3 and 4 the scheduling decision, part of the MAC layer, is done by the controller of the MAC layer within the Distributed Unit.

The main disadvantage of this solution is that:

· MAC layer controller of a specific DU cannot control the operation of MAC layer controllers of other DUs;
· PDCP or RLC layer controllers cannot decide which is (are) the serving DU (s) of a given UE, how shall be split the UE traffic between different bearers in multi-connectivity, how shall be operated the splitting of the infrastructure for the actual traffic, CoMP operation, etc.
Solution 2 – UP/CP separation for Higher Layers and Lower Layers
This solution is illustrated in Fig. 1.  The control plane is separated from the user plane for both the higher layers and the lower layers, given that the control is done from remote locations. An Xn interface should be defined for supporting the operation of this control functional split.

The main disadvantages of Solution 2 are:

· Increased latency of DU scheduling relative to Solution 1, given that the UP MAC sublayer is remotely controlled. The level of delay will depend on fronthaul performance. We note the need for fast scheduling in case of HARQ retransmissions and channel-aware scheduling;
· No coordination between the schedulers of different DUs; 

·  No control entity to decide which is (are) the serving DU (s) of a given UE, how shall be split the UE traffic between different bearers in multi-connectivity, how shall be operated the splitting of the infrastructure for the actual traffic, CoMP operation, etc.
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Figure 1:   Remote Control for CU and DUs
Solution 3: UP/CP separation for Higher Layers only
In this solution the DU contains both the local UP and CP, while the control of the CU is done from a remote location.

This solution is consistent with most of the latency requirements, however its big disadvantage are:

· No coordination between the schedulers of different DUs; 

·  No control entity to decide which is (are) the serving DU (s) of a given UE, how shall be split the UE traffic between different bearers in multi-connectivity, how shall be operated the splitting of the infrastructure for the actual traffic, CoMP operation, etc.
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Figure 2:  UP/CP separation only for Higher Layers 
Solution 4: UP/CP separation for Higher Layers only and Central Coordination
In this solution is added a Central Coordination control function, controlling the operation of the remote Higher Layers controller, of the local Lower Layers controllers and of other functions requiring coordination. The detailed list of functions is provided in our pair contribution R3-162250 ‎[3].
Solution 4 resolves both the coordination of scheduler operation within the DUs and also the selection of the serving DUs.

Separating the CP-UP of the Higher Layers may allow for faster CP operation when the controllers are located in the vicinity of the controlled R-TPs.


[image: image3.emf]PDCP

Low-

RLC

High-

MAC

Low-

MAC

High-

PHY

Low-

PHY

Option 

5

Option 

4

Option 

6

Option 

7

Option 

2

Option 

1

RRC RF

Option 

8

Data

High-

RLC

Option 

3

Remote  Higher Layers 

control

Local Lower Layers control, 

no UP/CP separation

CP

UP

Central Coordinator

Xn

Xn

Xn


Figure 3:  UP/CP separation for Higher Layers only and Central Coordination
Solution 5

In this solution is kept Solution 1 with a Central Coordinator on top of it.

This solution conducts to the simplest implementation while keeping all the goodies of solution 4.
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Figure 4:   Central coordination above the layers with no CP-UP separation

Summary of the presented solutions

Table 1: Architecture solutions
	
	Solution 1

No UP-CP separation
	Solution 2

UP-CP separation for CU and DUs
	Solution 3

UP-CP separation for CU
	Solution 4

UP-CP separation for CU and Central Coordinator
	Solution 5

No UP-CP separation and Central Coordinator

	Advantages
	Low MAC latency
	
	Low MAC latency
	Low MAC latency
Central control of operation

Central control of CoMP

Faster CP operation when the Higher Layer controllers are located in the vicinity of the controlled R-TPs
	Low MAC latency
Central control of operation

Central control of CoMP

	Disadvantages
	No central control of operation

No central control of CoMP
	High MAC latency
No central control of operation

No central control of CoMP
	No central control of operation

No central control of CoMP
	
	-


Conclusions

1. Based on a functional analysis, the best performing solution is the one in which the local UP-CP are not separated, but a remote Central Coordination function on CP is defined.
2. At least interfaces between the remote Central Coordination function and the local control functions need to be defined.

Proposals
Proposal 1: It is proposed to introduce the content of the section “RAN architecture and interfaces for UP-CP Separation” in section 6.1.3.2 of TR38.801 V0.4.0 (2016-08) ‎[2]. 
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