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Introduction
At the last RAN3 meeting an analysis of how different services may pose different UP latency requirements on the RAN was made in [1]. This paper highlighted how the choice for a RAN split architecture may depend on the requirements for the services to be supported and on the transport network performance.
In particular, from [1] the following can be deduced:
· Services requiring low UP latency such as URLLC make the use of centralised split architectures very challenging. Centralisation of RAN protocols implies to add extra UP delays and unless a very highly performing transport network is in place the use of a non-split RAN architecture would be a likely choice for support of low UP latency services
· Services that are not particularly UP latency sensitive may allow for different levels of protocols centralization. However, the choice of split architectures type depends on the available transport network performance and on the need for inter site coordination.
One important observation that can be deduced from [1] is the following:

Observation 1: The choice of a split RAN architecture is influenced by the services that need to be supported over each RAN node serving area
In this paper the analysis started in [1] is continued to show how the choice of a split RAN architecture is also influenced by other factors.
Same RAN, different architecture scenarios
One question that needs to be asked in order to understand how many flavours of RAN architectures might be needed is why and when is there a need for protocol centralisation.
While centralisation of RAN protocols might be envisaged for economy of scales reasons, from a functional point of view it is needed to provide radio resource coordination between different RAN sites. It is obvious that such coordination is only useful when sites are coupled enough to gain a performance benefit from a coordinated behaviour. It is also obvious that different levels of coordination may be achieved, e.g. at RRC, MAC, PHY level and more. The choice of each of these coordination options depends on a number of factors such as users’ distribution and throughput demand. 
Let’s see how the same RAN may span across different deployment scenarios that require different split RAN architectures.

Residential/Sub-Urban Deployment Scenario
In this scenario users’ distribution is uniform without high density hotspots. It is often the case in such deployment scenarios that wide coverage macro sites constitute the most efficient and economical deployment solution. This is because the uniform load demand distribution does not require deployment of small hot spot cells and because using a single site for the area drastically reduces deployment costs. 
For this scenario it is plausible to assume that there will be little or no need for tight inter site coordination. Namely, a non-split architecture would likely be the most efficient and economical deployment option. This is shown in Figure 1.


Figure 1: Non-split RAN architecture - Macro deployment in Residential/Sub-Urban scenario

Dense Urban Deployments
The assumption in this scenario is that traffic demand is high and concentrated in hot spots. It would be expected that the inter site distance between base stations is also relatively short. For this reason it is plausible to assume that inter site coordination would provide benefits to the system’s efficiency. The latter would in turn call for centralisation of some RAN protocols.
However, the level of centralisation and coordination may depend on a number of factors, one of them being user density:
· Up to a moderate user density any kind of centralization may not be needed at all, but efficient usage of signalling resources that might become an issue dependent on UEs’ mobility could be addressed by RRC centralization which would reduce respective signaling over the air. Centralised UE configuration at RRC level may also help improving network efficiency 
· A high user density may require MAC centralisation. With MAC centralisation it is intended both the option of centralising the whole MAC protocol or to split the MAC into a centralised and a distributed part. This is because as higher numbers of UEs need to be served in the same area, resources need to be reused more efficiently. Coordinated scheduling therefore becomes very beneficial to avoid destructive interference and fast load balancing across frequency resources. Note that, with this option, requirements on the transport network performance increase, therefore site availability may become scarcer.
· A very high user density may require PHY centralization. With PHY centralisation it is intended both the option of centralising the whole PHY protocol or to split the PHY into a centralised and a distributed part. This is because with a very high number of UEs to be served at the same time the reuse of resources becomes very frequent. Coordinated beamforming starts to play an important role to improve the efficiency of the system. Note that, with this option, requirements on the transport network performance increase even more, therefore site availability may become even scarcer.
The different urban deployment scenarios are shown in Figure 2.





It should be noted that a similar logic to the one above could be followed for indoor deployment scenarios, where different levels of centralisation would be needed according to the user density, resource reuse level, need for dynamic load balancing, interference coordination etc.

Effect of Transport Network Availability
When the transport network is heterogeneous, i.e. does not offer the same performance in the whole RAN, the conditioning factor for the selection of a split architecture option is the type of transport available at the RAN node.
Using the urban scenario as an example, one can draw two opposed examples:





In the figures above the two urban scenarios are subject to high UE density. One of them benefits from a good performance transport network such as optical fibre. For this scenario PHY level centralisation can be adopted.  
For the other scenario only a copper based transport is available. In this case, it would at best be possible to have an RRC centralised architecture. Most likely the only possible architecture would be based on PDCP aggregation, i.e. to enable dual connectivity.
It should be noted that the two scenarios above may co-exist in the same RAN deployment because different geographical areas are often served by different transport network types.
With the above analysis in mind the following observations, complementing the first observation in this paper, can be made:
Observation 2: The choice of a split RAN architecture is influenced by the user density and load demand in the RAN serving area
Observation 3: The choice of a split RAN architecture is influenced by the transport network performance in the RAN serving area
Conclusions
In this paper an analysis of how the choice of a RAN spit architecture is influenced by several deployment factors is made. 
The paper shows how selection of the best RAN spit architecture is due to factors like offered services, user density, load demand and transport network performance. 
It is important to note that each of these factors will change in time, namely new services (with new requirements) will come in the future, user density and load demand will change in time and space etc. Therefore, it is not possible to state which of the split options so far presented in the 5G New RAT SI will be the option of choice for all possible scenarios. Neither it would be possible to state that the split RA architectures so far exposed are the only ones available, for more protocol split options are likely to arise from future deployment scenarios requirements.
For the above reasons it is proposed to agree to the following conclusion:
Conclusion: The choice of a RAN architecture depends on offered services, user density, load demand and transport network performance in the RAN service area. The RAN architecture specified in 3GPP shall provide flexibility to implementations to adapt to varying conditions with the best tailored distributed RAN architecture that can fulfil use case requirements
References
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Figure 2a: Urban deployment, medium UE density, RRC centralisation
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Figure 2b: Urban deployment, High UE density, MAC centralisation
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Figure 2c: Urban deployment, Very High UE density, PHY centralisation
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