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1. Introduction
As part of the NR study [1], RAN3 is tasked to “Study the feasibility of different options of splitting the architecture into a “central unit” and a “distributed unit”, with potential interface in between, including transport configuration and other required functional interactions between these nodes [RAN2, RAN3]”.

First discussions on this topic took place in RAN3#91bis. During the discussions, there seemed to be different understandings among the group on what 3GPP would potentially specify for this RAN interface between the central unit and the distributed unit for NR. But the understanding that “RAN3 has no intention to specify any transport network” was confirmed by the group as agreed in [2]. And our contribution [3] on what could be specified in 3GPP for this RAN interface between the central unit and the distributed unit for NR based on existing RAN standards was submitted but not treated. 
In this contribution, we provide further our study on what could be specified in 3GPP for this RAN interface between the central unit and the distributed unit for NR.

2. Discussion
2.1. Observations in [3]
In [3], following observations were obtained 

“Observation1: For the RAN interface between the central unit and the distributed unit for NR (1) user plane protocols and application signalling can be specified by 3GPP as part of the Radio Network Layer and (2) transport protocols to be used as part of the Transport Network Layer can be designated by 3GPP. 

Observation2: Discussions on appropriate transport protocols for the RAN interface between central unit and distributed unit for NR would need to take place in RAN3, and RAN3 may also find the need to communicate with other bodies working on transport protocols.

Observation3: The content to be specified as part of the Radio Network Layer for the RAN interface between central unit and distributed unit for NR would be very much dependent on the functional split.

Observation4: The level of specification which 3GPP should target for the Radio Network Layer of the RAN interface between central unit and distributed unit for NR should be discussed.”
2.2. What could be specified in 3GPP
To discuss this topic, first step is to identify the type of signals to be specified for the interface between Central Unit and Distributed Unit.
In doing so, we take a look at what was specified for UTRAN as a reference (below in section 2.2.1), since UTRAN has a RNC-NodeB architecture which could be considered in analogy to the Central Unit – Distributed Unit architecture. Then we make some observations on what could be specified for the interface between Central Unit and Distributed Unit for NR (below in section 2.2.2).
2.2.1. What was specified in UTRAN

In TS 25.430 [4], the following is mentioned as the Iub interface specification objectives:

The Iub interface specifications shall facilitate the following:

-
Inter-connection of RNCs and Node Bs from different manufacturers.

-
Separation of Iub interface Radio Network functionality and Transport Network functionality to facilitate introduction of future technology.

The Iub parts to be standardised are:

1.
User data transport.

2.
Signalling for handling the user data.

3.
Node B Logical O&M (TS 25.401 [1]).

Note:
It should be possible to transport the Implementation Specific O&M (TS 25.401 [1]) interface via the same transport bearer as the Iub interface and, hence, the lower layer transport mechanisms should be standardised to this effect. The application level content of the Implementation Specific O&M interface is out of scope of UTRAN standardization.  Where the implementation specific O&M interface shares the same bearer as the Iub interface, the transport layers shall be as specified in TS 25.442 [2] and TS 25.432 [3] respectively.

Furthermore, in TS 25.401 [5], the following figure illustrates the UTRAN RNS architecture with O&M interfaces. 
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Figure 1. RNS architecture with O&M interfaces [5]
In the above figure, the following 3 interfaces/functionalities are terminated by the NodeB:

1. Iub interface: Traffic Functions (purple line in Figure 1)

This is the part of the Iub interface terminated between the RNC and NodeB, that handles Traffic related functions including User data transport (i.e. U-plane) and Signalling for handling the user data (i.e. C-plane).

2. Iub interface: Logical O&M (light green line in Figure 1)

This is the part of the Iub interface terminated between the RNC and NodeB, that handles NodeB Logical O&M related functions (i.e. C&M-plane), where NodeB Logical O&M is defined as follows in TS 25.401 [5]

Logical O&M is the signalling associated with the control of logical resources (channels, cells,…) owned by the RNC but physically implemented in the Node B. The RNC controls these logical resources. A number of O&M procedures physically implemented in Node B impact on the logical resources and therefore require an information exchange between RNC and Node B. All messages needed to support this information exchange are classified as Logical O&M forming an integral part of NBAP.
3. Interface for Implementation specific O&M (light blue line in Figure 1)

This is the interface terminated between the Management Platform and NodeB, that handles NodeB Implementation specific O&M related functions (i.e. M-plane), where NodeB Implementation specific O&M is defined as follows in TS 25.401 [5]

The Implementation Specific O&M functions are heavily dependent on the implementation of Node B, both for its hardware components and for the management of the software components. It needs therefore to be implementation dependent, and be performed between Node B and the management system.

One solution for the transport of Implementation Specific O&M is to route from Node B to the management system via the RNC. In this case, the Implementation Specific O&M interface and Iub interface share the same physical bearer, and TS 25.442 [4] specifies the routing function and the transport bearer for this scenario. The deployment of the routing across the RNC in the UTRAN is optional. Where signalling between co-located equipment and its management system is required, this may be carried over the same bearer as Implementation Specific O&M.
2.2.2. What could be speficied for NR

Similar to the case of UTRAN, it is assumed that at least the following types of signals should be specified for the interface between Central Unit and Distributed Unit to realize communication in a multi-vendor environment:

a) User data transport (i.e. U-plane)

b) Signalling for handling the user data (i.e. C-plane)

c) Logical O&M associated with the control of logical resources owned by the Central Unit but physically implemented in the Distributed Unit (i.e. C&M-plane)

Note that level of specification which 3GPP should target for on the above for NR needs further discussion. But in general, it is a good rule of thumb to avoid specifying more than needed. For example, interactions to improve efficiency/performance may be defined outside of 3GPP in this case (e.g., in some forum or some multi-operator/vendor agreement; or it can even be vendor specific if the same RAN vendor provides both the central unit and the distributed unit).

It is further noted that the actual contents to be specified for the above would be very much dependent on the functional split between the Central Unit and Distributed Unit (illustration is provided in the Annex for this).

In addition, it should be studied for the following type of signal whether any specification for the interface between Central Unit and Distributed Unit would be beneficial/necessary:

d) Implementation specific O&M for Distributed Unit (i.e. M-plane)

In UTRAN, no RNL specification was necessary for Implementation specific O&M for NodeB since this type of traffic was completely transparent to the RNC. However, if in the case of NR the Central Unit would play a role in delivering Implementation specific O&M for distributed Unit (i.e. the traffic cannot be completely transparent to the Central Unit), then some RNL specification might become necessary. There also could be other reasons to consider RNL specification for the interface between Central Unit and Distributed Unit for this type of traffic. 
Observation1: It is assumed that at least the following types of signals should be specified for the interface between Central Unit and Distributed Unit to realize communication in a multi-vendor environment: (a) User data transport (i.e. U-plane), (b) Singalling for handling the user data (i.e. C-plane), and (c) Logical O&M associated with the control of logical resources owned by the Central Unit but physically implemented in the Distributed Unit (i.e. C&M-plane).
Observation2: In addition, it should be studied for the following type of signal whether any specification for the interface between Central Unit and Distributed Unit would be beneficial/necessary: (d) Implementation specific O&M for Distributed Unit (i.e. M-plane). 
3. Conclusion

In this contribution, we provided our assessment on what could be specified in 3GPP for this RAN interface between the central unit and the distributed unit for NR, and the following observations were made:

Observation1: It is assumed that at least the following types of signals should be specified for the interface between Central Unit and Distributed Unit to realize communication in a multi-vendor environment: (a) User data transport (i.e. U-plane), (b) Singalling for handling the user data (i.e. C-plane), and (c) Logical O&M associated with the control of logical resources owned by the Central Unit but physically implemented in the Distributed Unit (i.e. C&M-plane).

Observation2: In addition, it should be studied for the following type of signal whether any specification for the interface between Central Unit and Distributed Unit would be beneficial/necessary: (d) Implementation specific O&M for Distributed Unit (i.e. M-plane). 
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ANNEX
The content of U-plane and C&M-Plane would be very much dependent on the functional split between the central and distributed unit.
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Figure A. Function Split between central and distributed unit in [6]

The content of U-Plane and C-Plane need to be standardized differently depending on split options as shown table A.
Table A. Content to be standardized on different split options
	Option
	U-Plane aspects
	C&M-plane aspects

	
	Packet/bitstream
	What content to be standardized
	What content to be standardized

	2,3
	Packet
	payload, headers, control(e.g. flow control) required to PDU delivery
	Traffic management (e.g, call admission control, transport channel management  and  radio bearer management)

+ below

	6
	
	payload, headers and MAC scheduler decisions required to PDU delivery
	Link management

Cell configuration management

System info management

	7(Case 1*1)
	
	
	

	7(Case 2*2)
	Bitstream
	IQ signal in Frequency Domain
	

	8
	
	IQ signal in Time Domain[7]
	


*1: Adding on *2, other functions (e.g. subcarrier allocation) are located in Distributed Unit
*2: Only IFFT and analogue beamforming is located in Distributed Unit
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