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1.
Introduction
Referring to the SID on Context Aware Service Delivery in RAN for LTE [1], the objectives of the SI are:
· Study and if possible identify the use cases and requirements for Context Aware Service Delivery
· For more efficient use of resources and better user experience (e.g., saving battery life, shorter E2E delay, and etc);

· Study and analyse the potential impact to architecture, protocol, and signalling to support Context Aware Service Delivery in E-UTRA 
· How E-UTRAN could acquire service specific information;
· How E-UTRAN could support RAN based local cached delivery, local breakout;

· How E-UTRAN could support RAN optimizations based on context awareness.
Until now, three video transmission issue cases have been captured in the TR 36.933 [5]. In this contribution we address a further problem we observed during performance testing for conversational video (real-time streaming) over LTE and potential solutions to solve the problem at RAN level. It should be noted that the problem may also occur for HTTP based streaming. In this case the critical data would be the IP packets which carry the video frames which are encapsulated in html5 data.
2.
Discussion
When an IMS session for a conversational video call (originating or terminating) is setup, one dedicated bearer for voice and another dedicated bearer for video are established. According to GSMA IR.94 [2] the dedicated bearer for video may be a GBR with QCI2 or a non-GBR bearer. 

During performance testing for conversational video over LTE (test setup example: dedicated bearer, GBR/non-GBR bearer, RLC UM, PDCP discard timer = 150ms) we observed the problem of PDCP discard of critical data in UL.
Unlike VoLTE speech decoder, the video decoder is less robust against packet loss. The quality of the decoded frames (or picture) depends on the preceding frames. 
· I-frame (Intra Coded Picture): An I-frame is the key frame for a whole video sequence. If an I-frame is lost or partially lost, the full video sequence is lost until a new I-frame is received. It is perceived by the end-user as a video freeze of typically a few seconds.
· P-frame (Predictive Coded Picture): The P-frame is the compressed frame attached to the I-frame. If a P-frame is fully lost, the prediction chain is broken and the video sequence is frozen until a new I-frame is received. But if a P-frame is partially received, it can be attempted to be decoded and the next frames as well.
Figure 1 shows an exemplary transmission sequence of I-/P-frames in an H.264 video sequence.
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Figure 1: Transmission of I-/P-frames in an H.264 video sequence
Furthermore, unlike VoLTE, the video bitrate is not constant and the size of video frames (after H.264 encoding) may vary significantly. Typical ratio of I-frame/P-frame size = 4 to 5 or even more, e.g. 8 kbytes for I-frame and 2 kbytes for P-frame using a constrained baseline profile (CBP) level 1.2. Therefore, in case the UL radio conditions are not perfect or when the eNB scheduler allocates small grants for video transmission (in case the cell is highly loaded), the transmission time of I-frame is significantly longer than the average transmission time of the other P-frames.
In the protocol stack, the I-/P-frames are mapped to RTP packets which are then mapped to IP packets and PDCP SDUs. In PDCP due to the configured PDCP discard timer, the life time of RTP packets is bounded and in UL channel congestion case, some RTP packets may be discarded when they cannot be transmitted successfully before PDCP discard timer expiry. The I-frames are the ones with the highest probability of packet discard since they are the longest frames. 

The data of I-frames are the most critical data of the video bearer for the perceived video quality at the receiving side. They are also the weakest and video bitrate adaptation still does not resolve the problem. IMS has defined some bitrate adaptation mechanism where the receiver can request bitrate adaptation based on statistical analysis of the received video flow (TMMBR - Temporary Max Media BitRate - feedback carried in a RTCP report). The transmitting side can also locally detect radio UL congestion and adapt its bitrate accordingly. But even with bitrate adaptation the problem of PDCP discard of I-frame data cannot be solved.
Also, lost RTP packets need to be retransmitted based on received RTCP feedback from the receiving side. But the RTCP feedbacks to be sent for the received video are carried on the same bearer as the video data to be sent. Hence if the video bearer queue is highly loaded (e.g. in case of UL congestion), these feedbacks are delayed by the pending video data and may be discarded due to expiry of the PDCP discard timer. Therefore, these feedbacks need also be considered as critical data, especially the RTCP Full Intra Request or Picture Loss Indication and RTCP NACK. In Figure 2 an example is illustrated where the PDCP buffer queue for the video bearer contains 5 SDUs (2 SDUs of non-critical data related to IP packets of P-frames, and 3 SDUs of critical data related to IP packets of an I-frame).
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Figure 2: Illustration of PDCP buffer queue for video bearer

As a summary, currently in AS there are no means to prioritize I-frame data and RTCP feedback packets over P-frame data because they are carried on the same bearer. But in case of UL congestion it’s key to transmit the critical data.
Observation: Currently in AS, there are no means to prioritize I-frame data and RTCP feedback packets over P-frame data because they are carried on the same bearer. 
In view of the described problem we observed during performance testing we think that there is need to study solutions at RAN level to reduce the risks of UL PDCP discard of critical data. Potential solutions include: 
a) Classify RTP video and RTCP feedback packets as critical or non critical SDUs
b) Notify the eNB of critical data (I-frame and RTCP feedbacks) available in the video bearer buffer
c) Enhance UL scheduling mechanism to allocate UL grants in accordance with the availability of critical data
The solution b) can be realized by using the 3 “R” bits in PDCP header of the U-plane PDCP data PDU format with long PDCP SN (12 bits) as described in [3] and shown in Figure 3 below.

· The 3 “R” bits in PDCP header can be used;
· The first “R” bit (after D/C) indicates whether packet belongs to a critical video data or not;
· The second and third “R” bits indicate the number of consecutive critical SDUs following the current PDCP SDU and belonging to the same frame.
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Figure 3: U-plane PDCP data PDU format with long PDCP SN (12 bits)
The solution c) can be realized by introducing a new MAC Control Element of 1 byte (Video MAC CE) in [4] as shown in Figure 4 below.

· LCID (5 bits): logical channel ID of the video bearer
· “A” (1 bit): indicates that critical PDCP SDU is present in the PDCP buffer queue
· “B” (1 bit): indicates that with latest UL grant allocation, the critical PDCP SDU will be discarded before being transmitted
· “C” (1 bit): indicates that non critical PDCP SDU preceding the 1st critical PDCP SDU has been flushed
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Figure 4: New MAC Control Element of 1 byte (Video MAC CE) 

Proposal 1: RAN3 to discuss the observed problem of PDCP discard of critical data in UL and agree to study solutions at RAN level to solve the problem. 
Proposal 2: If proposal 1 is agreeable then RAN3 to agree on the Text Proposal as described in section 5 to be captured in the TR 36.933 [5]. 
3.
Summary and conclusion
In this contribution we addressed the problem of PDCP discard of critical data in UL we observed during performance testing for conversational video over LTE and potential solutions to solve the problem at RAN level.
Observation: Currently in AS, there are no means to prioritize I-frame data and RTCP feedback packets over P-frame data because they are carried on the same bearer. 

Proposal 1: RAN3 to discuss the observed problem of PDCP discard of critical data in UL and agree to study solutions at RAN level to solve the problem. 

Proposal 2: If proposal 1 is agreeable then RAN3 to agree on the Text Proposal as described in section 5 to be captured in the TR 36.933 [5]. 
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5.
Text Proposal
4.1
Issue 1: Backhaul long latency

The issue may arise in cases where the distance between the RAN and the node hosting the application content is long or the number of routers on this route is high. In these cases long transportation latency may be experienced. Consequently certain kinds of service may be impacted significantly due to the long latency. For example, backhaul delay increases the TCP RTT, therefore if TCP is configured in a way that it cannot cope with such delays, TCP throughput can be affected.
4.2
Issue 2: TCP E2E delay with throughput decreasing
The behavior of TCP assumes that network congestion is the primary cause for packet loss and high delay.  In cellular networks the bandwidth available for each UE can vary by an order of magnitude on a TTI basis due to changes in the underlying radio channel conditions. Such changes can be caused by the movement of devices or interference, as well as changes in system load due to bursty traffic sources or when other UEs enter and leave the network. TCP has difficulties adapting to these rapidly varying conditions. 

If the E2E delay increases, the TCP RTT increases and the TCP throughput may decrease, which may impact the user experience.

4.3
Issue 3: Video transmission issue cases

The Operator video is a video service under the LTE operator’s control. It is usually transmitted over a dedicated EPS bearer or using a dedicated QCI. However, there might be cases where an operator decides not to apply any dedicated QoS to a video service. These video services are named “Over-The-Top” (OTT) video and are video services that LTE operators have no control on. Such service traffic is usually treated in the same way as normal internet traffic, e.g. transmitted via default bearer, which may lead to poor QoE. Nevertheless, the QoS framework allows assignment of dedicated QCI for video.

Dedicated bearer and QCI is helpful in lessening the video issues. Cases 1, 2 and 3 as described below may occur when operators decide to neither use dedicated bearers nor dedicated QCI for OTT video services. Case 4 may occur when dedicated bearers with finite PDCP Discard Timer (a GBR bearer with QCI2 or a non-GBR bearer) for video may be used. 

Case 1: Empty buffer issue

The user is watching a streaming video. When the UE requests for some not yet buffered video segments e.g. by dragging a play scroll bar or when playout buffer is exhausted due to link throughput fluctuation and if the scheduling priority of the video content is not set accordingly, the video playing would probably stall depends on some condition, e.g. eNB’s load and UE’s QoS profile. 
Case 2: Inaccurate throughput prediction for DASH issue

DASH client requests video quality based on downlink throughput prediction. However, unless appropriate priority is assigned to video traffic, UE may not accurately predict the downlink throughput because it is impacted not only by its own channel status but also by the other UE’s traffic and channel status. Conservative requesting low data rate video segment leads to low video quality and aggressive requesting high data rate video segment leads to more video stalling.
Case 3: Long video delay issue

In HTTP based streaming, client first buffers some content, i.e. initial buffering, before playout in order to absorb the throughput and delay fluctuation. Assuming that scheduling priority is not appropriately set, a large buffer may cause long delay, thus lead to bad user experience. 
Case 4: PDCP discard of critical data in UL
In conversational video (real-time streaming) the problem of PDCP discard of critical data in UL may occur. Critical data include I-frames of an H.264 video sequence and RTCP feedbacks for lost RTP packets. Both types of data are carried on the same bearer. Hence if the video bearer queue is highly loaded (e.g. in case of UL congestion), both types of data may be discarded due to expiry of the PDCP discard timer. Currently in AS there are no means to prioritize I-frame data and RTCP feedback packets over P-frame data because they are carried on the same bearer. If these critical data are lost because of internal PDCP Discard on the sender device, the video stream stops on the receiver side until these critical data are successfully retransmitted or until a new I-frame is transmitted to allow resynchonizing the video codecs and restore the video prediction chain. However if the video bearer queue is not flushed, it can lead to a deadlock solution when the sender tries to send data of P-frames which can’t be played-out on the receiver side because the I-frame for these P-frames is not fully received : the critical data which need to retransmitted for resuming the video stream on the receiver device are buffered at the tail of the video queue,  their transmission is delayed by the transmission of less critical data for the video receiver so that they can be discarded again.
This problem applies for conversational video over IMS but also for many OTT application which uses video inter-frame compression and thus introduces some hierarchy between video data for the perceived video quality. 
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